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To my parents.



...In that Empire, the Art of Cartography attained such Perfection that the map of a
single Province occupied the entirety of a City, and the map of the Empire, the
entirety of a Province. In time, those Unconscionable Maps no longer satisfied, and
the Cartographers Guilds struck a Map of the Empire whose size was that of the
Empire, and which coincided point for point with it. The following Generations,
who were not so fond of the Study of Cartography as their Forebears had been, saw
that that vast Map was Useless, and not without some Pitilessness was it, that they
delivered it up to the Inclemencies of Sun and Winters. In the Deserts of the West,
still today, there are Tattered Ruins of that Map, inhabited by Animals and Beggars;
in all the Land there is no other Relic of the Disciplines of Geography.

— Suarez Miranda, Viajes de varones prudentes, Libro IV, Cap. XLV, Lérida, 1658



Abstract

Since their discovery nearly 60 years ago, neutron stars have proved to be a rich source
of astrophysical insight. Most often they are observed as pulsars — rapidly rotating neu-
tron stars which emit beams of electromagnetic radiation aligned with their magnetic
axis, sweeping past the Earth and producing a sequence of pulses at observatories op-
erating across the electromagnetic spectrum. Their rotation is remarkably stable, and
this allows for detailed study of the subtle variations in the observed pulse train, an un-
dertaking broadly known as pulsar timing. Neutron stars are also a promising source
of persistent gravitational radiation (continuous gravitational waves, or CW) in the fre-
quency band accessible to the current generation of terrestrial interferometric gravita-
tional wave detectors such as the Laser Interferometric Gravitational-Wave Observatory
(LIGO), Virgo, and the Kamioka Gravitational Wave Detector (KAGRA). At the time of
writing, no detection of CW emission has been made.

Both pulsar timing and searches for CW emission from neutron stars are demanding
from a data analysis perspective, and a wide variety of techniques have been developed
to tackle various questions in these areas. This thesis is primarily concerned with the ap-
plication of hidden Markov models (HMMs) — a particular class of models for stochastic
dynamical systems — to both pulsar timing and CW searches.

The application of HMMs to pulsar timing discussed in this thesis is an automated
detector of glitches — small instantaneous jumps in a pulsar’s spin frequency. Automatic
detection of glitches is challenging, as any detection scheme must also contend with spin
wandering, referred to as timing noise. The HMM glitch detector provides a framework
for modelling the timing noise along with any glitches in the data, and a quantitative
means of assessing the sensitivity of the detector, which can be translated to upper limits
on the size of undetected glitches in a given data set. We present four analyses using
this method. The first is an analysis of 282 pulsars released as part of the first UTMOST
data release. We find no previously undetected glitches, and set 90% upper limits on
the fractional glitch size, denoted Av°°* /v, for each pulsars, with a mean upper limit of
1.9 x 107%. The second search is an analysis of 24 years of high-cadence observations
of the Vela pulsar from the Mount Pleasant Observatory. The Vela pulsar is noted for its
quasiperiodic large glitches, but is also known to exhibit smaller glitches. Here we use
the HMM to search for small glitches which were previously missed. We detect one new
glitch, with fractional size Av/v = (8.19+0.04)x 10'°, and set upper limits on the size
of other missed glitches, with a median upper limit of Av®°* /v = 1.35x107°. The other
two searches incorporate data from the recent UTMOST-NS pulsar timing campaign,
which operated from 2021 to 2023. One is an “online” search which incorporated new
UTMOST-NS observations soon after they were recorded and generated alerts when
glitch candidates were detected. Three large glitches were detected by this pipeline,



in PSRs J0835-4510, J0742—2822, and J1740—3015. Alerts were produced for all three
glitches in the days following the event by both the UTMOST collaboration and a number
of other observatories. The other is an “offline” search which was performed after the
UTMOST-NS programme finished and incorporates both UTMOST-NS observations and
observations from the original UTMOST programme, covering 163 pulsars in total. No
additional glitches are detected in the offline search, but thanks to explicit incorporation
of measurements of the timing noise in each pulsar we are able to set more constraining
upper limits than the previous analysis of UTMOST data alone, with a mean upper limit
of Av?®”/y =5.3%x107°.

We also discuss aspects of pulsar timing beyond glitch detection. We detail the effect of
periodic observation scheduling on the measurement of glitch sizes, and show that under
realistic observing scenarios, glitch sizes can be misestimated by an order of magnitude
or more. We present a case study of a glitch in PSR J1709—-4429 which was originally
estimated to have a size of Av/v = (54.6 + 1.0) x 10, and give a revised estimate of
Av/v = (2432.2 + 0.1) x 10~°. We show that standard pulsar timing techniques are
liable to miss this degeneracy, whereas the HMM pulsar timing framework alerts the
analyst to the effect via a multimodal posterior on the glitch amplitude.

Additionally, we investigate the characteristics of timing noise in the sample of pul-
sars observed by UTMOST-NS. Assuming that timing noise strength opy scales as v*|v b
we find that a = —0.927035, b = 0.807013, i.e. opy is approximately correlated with the
inverse characteristic age 7, ' ~ v~'|7|. We also find that measurements of timing noise
power spectral density (PSD) appear to be biased towards shallower spectral indices
when the observing timespan is increased. Finally, we discuss the interplay between
timing noise and measurement of second frequency derivatives, and show that the mea-
surement of V is strongly dependent on both the statistical nature of the timing noise
and the details of the timing noise model. For example, the uncertainty on ¥ is under-
estimated by a factor of roughly three in cases where the timing residuals PSD has a
spectral index of approximately six and the timing noise model does not include modes
with period longer than the observing timespan. We verify a predictive theoretical scal-
ing between the magnitude of the measured i and a combination of the timing noise
strength and observing timespan.

CW searches often contend with large parameter spaces. This problem is exacerbated
when spin wandering is taken into account — just as the electromagnetic signal from a
pulsar displays long-term stochastic behaviour (timing noise), so too might a CW sig-
nal. The value of HMMs in CW analyses lies in their ability to efficiently cover wide
parameter spaces and account for spin wandering. In this thesis we present an analysis
in which an HMM is used to search for CW emission from neutron stars in five nearby
globular clusters, using data from LIGO’s third observing run. The HMM is set up to
track not only the frequency of the CW signal over time, but also the phase. Frequency-
tracking HMMs have been used in many CW searches previously, but this is the first
time that the phase-tracking extension has been applied to a search using real data. No
significant candidates are detected, and the strain sensitivity at 95% confidence, hgi‘}/g is
estimated, along with corresponding limits on the neutron star ellipticity €”*” . The best
limits are achieved for the cluster NGC 6544 at 211 Hz, with hgi‘}/g = 2.7x107%%, and

for the cluster NGC 6397 at 800 Hz, with e’ =1.6x107".
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Sky locations of the 173 pulsars observed in the UTMOST-NS survey,
shown in RA in hours and DEC in degrees. The symbol size is propor-
tional to mean flux density. Vertical grey zones show groupings of pul-
sars based on proximity in RA. A single black symbol in such a zone
indicates a pulsar which can be timed daily; green/blue symbols show
two pulsars which are timed on alternative days; green/blue/red shows
pulsars timed every third day on a three day cycle, up to a maximum
of six pulsars timed over six transit days in busy regions of the Galac-
tic plane (particularly between 15 and 20 hours RA, where the plane lies
approximately north-south on the sky and there are many pulsars tran-
siting the meridian). The horizontal width of coloured boxes containing
each pulsar indicates the integration time (and is on the same scale as

the RA axis, i.e. 1 hour in RA is 1 hour of elapsed time). . . . . . ... ..

Before (top row) and after (bottom row) example demonstrating success-
ful RFI cleaning using XPROF for the observation of PSR J1534—5334 taken
at 2021-10-08-04:29:08, with the frequency-phase (left) and time-phase
(middle) heatmaps, and the fully integrated pulse profile (right). Signif-
icant contamination from multiple cell network transmissions (825-830
and 840-845 MHz) is visible in the pre-cleaning plots, and largely absent

in the post-cleaning plots. . . . . . ... ... .. oL

Timing residuals from UTMOST-NS observations of the millisecond pul-

sar PSR J2241-5236. The weighted rmsis 3.2 pus. . . . . . ... ... ...

Distributions of the differences in recovered timing noise parameters
A,q and f for various combinations of methodology and dataset, as dis-
cussed in Section 5.4.2. The red stars in each panel indicate the locations
of the means of the joint distributions of differences — see Table 5.3 for
the numerical values of these means. When comparing the EW+NS EN-
TERPRISE analysis to the EW-only TEMPONEST analysis of Lower et al.
(2020) (top left panel), there is no systematic shift in the recovered PSD
parameters. When comparing the EW+NS ENTERPRISE analysis to EW-
only ENTERPRISE analysis (top right panel), there is a tendency to recover
smaller 8, but no significant shift in log, , A,.4. The mean of the joint dis-
tribution does not differ significantly from zero when the two analyses

of the EW-only data are compared (bottom panel). . . . . ... ... ...

Histograms comparing the expected variation in the measured value of
¥ due to timing noise, 0¥, against the uncertainty reported by ENTER-
PRISE, A. The results are divided into two cases depending on the esti-
mated spectral index of the PSD, with | — 6| < 1 in the top panel and
| p—- 4| < 1 in the bottom panel. Two histograms are shown in each
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models. . . . ..,

Distribution of T\, required to obtain 6n < 1 [(equation 5.23)], for the
cases where the spectral index of the timing noise PSD satisfies | B - 6| <
1 and |B — 4| < 1. The median required Ty,,, is 2.2 x 10” yr for | — 6| <

1, much longer than the 2.8 x 10 yr for |ﬂ - 4| <1l. ...
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Ilustrative example of a glitch analysis for PSR J1902+0615 using the
HMM pipeline (Melatos et al., 2020), discussed in Section 5.6.1. The left
panel shows the results of the model selection procedure, with log Bayes
factors K (k) (comparing one-glitch models against the no-glitch model;
k indexes the ToA gap containing a glitch) and K,(57, k) (comparing
two-glitch models against the best one-glitch model) plotted versus k
(matched to MJD) in blue and orange respectively. The peak one-glitch
log Bayes factor is 15.9, well above the threshold of 1.15, while the peak
two-glitch log Bayes factor is 0.32. The middle and right panels show
heatmaps of the posterior distribution of the hidden states v and v, with
the maximum a posteriori tracks overlaid in red. The estimated size of
the glitch based on the v posterior distribution is (1.1 + 0.1) x 10" Hz.
There is no discernible jump in v. The vertical dashed lines indicate the
location of the glitch. The values of ), and y,, are normalised so they
sum to unity at each timestep. . . . . . .. ... oo L.
Distribution of 90% confidence upper limits on fractional glitch size for
the online (top) and offline (bottom) glitch searches described in Sections
5.6.3 and 5.6.4 (blue histograms), compared to the observed distribution
of fractional glitch sizes recorded in the JBO glitch catalogue (orange
histograms). All histograms are normalised so that they integrate to one.
The online upper limits include one value per pulsar, 158 total. The offline
upper limits include one value per time span analysed per pulsar. When
a data set has been split into pre- and post-glitch sections or has been
subdivided because of strong timing noise, there are multiple time spans
per pulsar — in total there are 173 offline upper limits. The JBO values
include all glitches with positive Ay, 676 in total. In the case of the online
search, the mean upper limit across the sample is Av*°* /v = 4.6 x 1078
with a maximum of 5.0 x 10~7 (PSR J1703—4851) and a minimum of 6.8 x
107" (PSR J1939+2134). In the case of the offline search, the mean upper
limit is 5.3 x 10~°, with a maximum of 1.3 x 10~7 (PSR J1709—4429) and
a minimum of 2.4 x 107"% (PSR J0437—4715). . . . . . . . ... ... ...
Sensitivity of the UTMOST-NS array as a function of time, normalised
against the average sensitivity during the observations taken between
MJD 59598 and MJD 59652, indicated by the dashed vertical lines. . . . .

Hlustrative plots of the transition matrix A(q;, g;) = Pr[q(th) = q; lq(t,) =

according to the model described in Section 6.2.3. The top panel shows
a heatmap of A(q;, q;) where g; = [®(t,), f(t,)] is an arbitrary initial
state and q; = [D(t,,1), f (£,41)] is the final state. The heatmap axes are
AD = O(t,.,)— DP(t,) and Af = f(t,,1)— f(t,) in units of turns (cycles
of 27 radians) and bins [of width (2T,,,)”"] respectively. The bottom
panel shows slices of A(q]-, g;) as a function of A® for Af = -1, 0, +1

bins. Parameters: T, = 5d,0 = 1.76 x 10~° s
Detection probability P4 versus effective wave strain h .4 for three choices
of the HMM control parameter o as well as a control experiment with

zero phase tracking (see legend), as described in Section 6.3.4. . . . . ..

XX

143

159

Qi]

170



6.3

6.4

6.5

6.6

6.7

6.8

6.9

Detection probability P4 versus effective wave strain h, .4 for three choices

of the number of phase bins Ng as well as a control experiment with
zero phase tracking, as described in Section 6.3.4. The three choices of

Ng perform similarly. . . . . . ... ... .. 0

Comparison of hy™ [Eq. (6.27)] with h [Eq. (6.26)], with 'hf,d com-
puted for three values of f (D = 5kpc in all cases). For the f = -5 x
107" Hzs™" case, corresponding to the bound adopted in this paper (see

Section 6.3.5), we have hy™ < h(s)d for f <0.8kHz. . ...........

Example mismatch profile m( f ) versus f , as defined by Equation (6.28).
The profile is generated from a single random realisation of both noise
and signal, with all parameters other than f fixed to their injected values.

The injected f value is denoted by ﬁnj .....................

Example sky resolution computations. The left and middle panels show
example mismatch profiles m(a) and m(0) respectively, calculated for
the sky location of Terzan 6 at a frequency of 600 Hz for a single ran-
dom realisation of noise and signal. The resolutions are 1.9 arcmin and
15 arcmin — note the difference in scale along the horizontal axes. The
right panel shows the resolution in right ascension (blue curve) and dec-
lination (orange curve) as a function of frequency for the sky location
of Terzan 6. Each point is derived by averaging the mismatch measured
from 100 random realisations, and the curves are interpolated from the

injection results by fitting a power law function, as described in the text.

Individual detector ASDs (top panel) and joint-detector log likelihoods

178

182

(bottom panel) for the candidate group which survived the single-interferometer

veto. The vertical dotted lines in the top panel indicate the extent of the
Doppler modulation, and the horizontal dashed line in the bottom panel
indicates £y;,. The cluster name and approximate ending frequency of the
loudest candidate within the group are shown at the top of the figure.
There is a clear disturbance in the H1 data within the Doppler modula-
tion window, and no corresponding feature in the L1 data. This candidate

groupisvetoed. . . .. ... L

Sensitivity estimates for the five targeted clusters. Top panel: character-
istic wave strain at 95% detection probability, hgff/‘f), as a function of signal
frequency, f (in Hz), interpolated from the average estimated sensitivity
depth defined in Eq. (6.29) over six 0.5 Hz bands. The curves for NGC
6397 and Terzan 6 are too close to be distinguished, as are the curves for
NGC 6540 and NGC 6325. Bottom panel: minimum ellipticity €”>” as a
function of f for the values of D listed in Table 6.1 and the fiducial value
of I, in Eq. (6.30). The clusters are color-coded according to the legend.
Single-detector log likelihoods Ly versus frequency for the ten candi-
date groups surviving the cross-cluster veto. The vertical dashed lines
indicate the frequency of the loudest candidate in each group. The hor-
izontal dashed lines indicate the loudest joint-detector log likelihood in
each group, £,. Nine of the ten candidate groups satisfy Ly > L, and
are therefore vetoed. The cluster name and approximate eding frequency

of the loudest candidate in each group are recorded above each panel. . .
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Single-detector log likelihoods Ly versus frequency for the ten candi-
date groups surviving the cross-cluster veto. The vertical dashed lines
indicate the frequency of the loudest candidate in each group. The hor-
izontal dashed lines indicate the loudest joint-detector log likelihood in
each group, £,. Nine of the ten candidate groups satisty £y > £, and
are therefore vetoed. The cluster name and approximate eding frequency
of the loudest candidate in each group are recorded above each panel.

(Continued from Fig. 6.9).. . . . . . . . .. ... ... ... ..

Single-detector ASDs (units: Hz %) and log likelihoods versus frequency
(units: Hz) for the ten candidate groups surviving the cross-cluster veto.
The vertical, dotted lines in the ASD plots indicate the extent of the
Doppler modulation of the candidate group. The horizontal, dashed lines
in the log likelihood plots indicate the value of £, for the candidate’s
cluster. Seven of the ten candidate groups show a clear disturbance in
one of the detector ASDs. The cluster name and approximate ending fre-
quency of the loudest path in each candidate group are recorded above

eachpanel. . . . . ... ... L

Single-detector ASDs (units: Hz " ?) and log likelihoods versus frequency
(units: Hz) for the ten candidate groups surviving the cross-cluster veto.
The vertical, dotted lines in the ASD plots indicate the extent of the
Doppler modulation of the candidate group. The horizontal, dashed lines
in the log likelihood plots indicate the value of £, for the candidate’s
cluster. Seven of the ten candidate groups show a clear disturbance in
one of the detector ASDs. The cluster name and approximate ending fre-
quency of the loudest path in each candidate group are recorded above

each panel. (Continued from Fig. 6.11) . . . . . . .. ... ... ... ...

Demonstration of the use of HMMs for discovering binary pulsars, as
discussed in Section 7.2.2. The three panels show spectrograms for a
loud (left) and quiet (middle and right) injection of a 173 Hz pulsar in
a 80-minute circular orbit. The injected signal is clear in the loud injec-
tion, and the blue track is the recovered Viterbi path (offset artificially by
0.5 Hz to make it visually distinguishable from the track in the spectro-
gram). The middle panel shows the spectrogram for the quiet injection
with the same orbital parameters and with no Viterbi tracks overlaid,
and the right panel shows the same spectrogram along with the recov-

ered Viterbi path in red and the true path shown as the dashed line. . . .

Comparison of Viterbi scores S obtained for T,,, = 5d and 10d in a
set of 200 injections with f chosen at random every 7 days in a uniform
range centred on zero with extent +1.55 x 107" Hzs ™ (top), +0.76 x
107" Hz s (middle), and +3.1 x 10"*®* Hz s> (bottom). The dashed line

indicates S5 g = Siod- -+« ¢ v v v e e e e e e e e
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Heatmaps of log likelihood £ for a fine-grid search in a, 9, and f around
the candidate signal in Terzan 6 at f =~ 702 Hz found in an early iteration
of the globular cluster CW search. The top two panels present the results
for T, = 5d, while the bottom two present the results for T, = 10d.
The starred quantities f*, a*, and & are the values corresponding to the
loudest candidate in each search. The maximum Viterbi scores in each
case are given in the titles of the subfigures. The candidate is rejected
because the 10 d Viterbi scores do not exceed the 5d scores — the fea-
tures of the heatmaps are shown for illustrative purposes but are not the
basis for any assessment of the candidate. . . . . . . ... ... ... ...
As in Figure B.2 but for the candidate in NGC 6325 at f ~ 320Hz. . . . .
As in Figure B.2 but for the candidate in NGC 6325 at f ~ 293Hz. . . . .
As in Figure B.2 but for the candidate in NGC 6544 at f ~ 588Hz. . . . .
As in Figure B.2 but for the candidate in NGC 6397 at f ~ 491Hz. . . . .
As in Figure B.2 but for the candidate in NGC 6540 at f ~ 460Hz. . . . .
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The big star is falling

Through the static and distance
A farewell transmission
Listen...

Jason Molina

Introduction

1.1 | Neutron stars

Neutron stars are fascinating objects, home to some of the most extreme conditions in
the late Universe. This is a thesis about looking at and for neutron stars, and we begin
with a whirlwind tour of basic physical facts about neutron stars and their observational
properties. Aspects more directly relevant to this thesis will be discussed in greater detail
in later sections.

1.1.1 | Essential physics

Neutron stars are primarily formed in the supernovae of stars in a suitable mass range
— those heavy enough to overcome the electron degeneracy pressure which supports
white dwarfs and precipitate core-collapse, but not so massive that this core-collapse
leads to the formation of a black hole.

If nothing else, they are extreme objects in a gravitational sense: neutron stars have
masses of approximately one to two solar masses (M), and the Schwarzschild radius of a
1 My, object is approximately 3 km, only a few times smaller than the typical neutron star
radius. Their density is correspondingly enormous — the core densities of neutron stars
exceed 10"° g/m?, beyond even the densities found in atomic nuclei. The composition
of neutron stars is, in the very crudest approximation, suggested by their name: they are
(mostly) made of neutrons. However, this ignores the reality of a much more complicated
structure which is far from completely understood.

Neutron stars are stratified into several layers. In the outermost layer, the crust, the
density is relatively low (though still far beyond the reach of terrestrial materials!) — this
layer is composed primarily of a lattice of neutron-rich nuclei, immersed in an electron
gas (Chamel and Haensel, 2008). Deeper towards the center, as the density increases
beyond roughly 4x10'" g cm ™, it is energetically favorable for a portion of the neutrons
to “drip” out of the nuclei (Riister et al., 2006), and this inner crust is thus augmented



by a neutron gas which is expected to be superfluid (Chamel, 2017). The presence of
superfluid components in the neutron star interior plays a significant role in some of the
phenomena observed in pulsar timing which are of particular interest in this thesis, as
we shall see in Sections 1.4 and 1.5. The transition from the crust to the core occurs at
densities comparable to the nuclear saturation density, p, = 2.8 x 10 g cm™3, at which
point the nuclei, which have already begun to deform in the deepest parts of the inner
crust into a variety of exotic shapes known as “nuclear pasta” (Blaschke and Chamel,
2018), completely dissolve. In this outer core region, the majority of the matter is in the
form of a superfluid neutron component, with a small fraction (roughly a few percent)
in the form of a superconducting proton state (Link, 2003; Alford and Good, 2008; Wood
and Graber, 2022). In the outer core, the proton superconductor is typically believed to
be type-IL, so that the magnetic flux is quantized into an array of microscopic “flux tubes”
(Baym et al., 1969a). The interactions of these flux tubes with the quantised vortices of
rotation which form in the neutron superfluid component are expected to be strong, and
the dynamics involved may have a significant effect on the rotational evolution of the
star (Bhattacharya and Srinivasan, 1991; Ruderman et al., 1998; Drummond and Melatos,
2018; Thong et al., 2023). In the inner core, where the density significantly exceeds p,, the
composition is highly uncertain. It is likely that there is a transition from the hadronic
regime, where quarks are confined in neutrons, protons, etc., to the quark matter regime,
where the hadrons melt into a sea of strongly interacting u, d, and s quarks (Baym et al.,
2018).

The magnetic fields of neutron stars are also extreme, with typical strengths between
102G and 10"’ G (Manchester et al.,, 2005). The mechanism by which these fields are
formed and maintained is not well understood, but simple flux conservation arguments
are likely insufficient to explain the full range of observed magnetic field strengths, and
some internal dynamo process is needed to amplify the fields (Thompson and Duncan,
1993; Ferrario et al., 2015). The simplest picture of a magnetised neutron star is as a
magnetic dipole rotating in vacuum — but reality is significantly more complex. For one
thing, the neutron star is not rotating in vacuum — in the classical picture, the rotation
of the magnetic field accelerates charges off the surface of the neutron star, generating a
plasma surrounding the star: the magnetosphere (Goldreich and Julian, 1969). The radio
emission by which pulsars were first discovered and by which the majority of known
neutron stars today are observed (see Section 1.1.2) is likely to originate from processes
in this region, but the details are not well understood (Philippov and Kramer, 2022). The
characteristics of the radio emission thus serve as a valuable probe into the nature of the
magnetosphere and the structure of the magnetic field.

1.1.2 | Observational properties

The vast majority of known neutron stars are observed as pulsars — astronomical objects
which emit a steady sequence of pulses in some region of the electromagnetic spectrum.
The first pulsar was discovered in 1967 by Jocelyn Bell Burnell in the course of a radio
survey aimed at measuring interplanetary scintillation of compact radio sources (Hewish
et al., 1968), and although the origin of the signal was initially unclear, it was quickly
understood that a rotating neutron star was the only plausible source, with the pulsations
generated by a “lighthouse effect” due to the misalignment of the magnetic axis (with



which the radiation beam is aligned, see Section 1.1.1) and the star’s rotation axis (Pacini,
1967; Gold, 1968). Since this initial discovery, many more pulsars have been discovered
— at the time of writing, the ATNF Pulsar Catalogue' (Manchester et al., 2005) lists 3473
known pulsars, and new pulsars continue to be discovered both in ongoing surveys and
in analyses of legacy data. Although originally discovered in the radio, pulsars are found
across essentially the full electromagnetic spectrum, from radio observations at 10 MHz
(Stappers et al., 2011) up to gamma rays with energies of 20 TeV (H.E.S.S. Collaboration
et al., 2023). Not all known neutron stars are observed via pulsed emission. Some are
observed as components of interacting binary systems, where the X-ray emission due
to accretion can be observed, but pulsations are not necessarily detected (Sazonov et al.,
2020; Fortin et al., 2023). Additionally, a select few nearby neutron stars are seen in
X-rays via their thermal emission — the so-called “Magnificent Seven” (Haberl, 2007).
However, the observational focus of this thesis is on pulsars, and we will not have more
to say about these non-pulsar neutron stars here.

Pulsars can broadly be divided into three categories, depending on the source of the
pulsed emission: rotation-powered, accretion-powered, and magnetars.

« Rotation-powered pulsars comprise the majority of known pulsars, and their emis-
sion is powered by the rotational energy of the neutron star. They are primar-
ily observed in radio, but examples of higher-energy emission extending all the
way up to gamma rays are known. They are further subdivided into two subcat-
egories. Canonical pulsars are those which have not experienced significant in-
teraction with other objects since their birth, and typically have periods between
0.1 s and 10s. By contrast, recycled pulsars are old pulsars which have spent time
accreting sufficient matter from a binary companion to be spun up to short pe-
riods (Alpar et al., 1982; Archibald et al., 2009), usually less than ~10 ms, hence
they are also known as millisecond pulsars (MSPs). Note however that when they
are observed as recycled pulsars they are no longer accreting (except for a sub-
class of transitional objects which are observed to switch between accreting and
non-accreting states, e.g. Papitto et al., 2013). A plot showing the distribution
of rotation-powered pulsars in terms of their period P and period derivative P is
shown in Figure 1.1.

« The emission of accretion-powered pulsars is, as the name suggests, derived from
the energy of accreted matter falling onto the neutron star surface, which is fun-
neled by the magnetic field onto the poles and forms “hotspots” which emit strongly
in X-rays. These pulsars display a wide variation in behaviour depending on the
mass of the companion. Low-mass X-ray binaries (LMXBs) are formed when a
companion star of mass < 1M, overflows its Roche lobe, and an accretion disk is
formed around the neutron star. These systems are the precursors to MSPs , and
in systems where a pulsation frequency can be measured it is often found to be
increasing with time due to the accretion torque, i.e. these systems are actively
being recycled (e.g. Riggio et al., 2008; Riggio et al., 2011; Bult et al., 2021). By con-
trast, high-mass X-ray binaries (HMXBs) contain a more massive companion and
the accretion in this case is primarily driven by stellar winds, rather than Roche

atnf.csiro.au/research/pulsar/psrcat/
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lobe overflow (Reig, 2011). The pulsation periods in this case are much slower,
ranging from 0.1 s to 10* s (Fortin et al., 2023).

« Magnetars are powered by the decay of their magnetic fields, which are the strongest
known among the pulsar population — up to 10" G (Olausen and Kaspi, 2014).
Though primarily observed as X-ray or gamma-ray sources, a handful are also
observed to emit in the radio (Camilo et al., 2006; Kaspi and Beloborodov, 2017).
They are typically slow rotators, with periods between 1-10 s. Magnetar emission
is extremely dynamic — they exhibit short (millisecond-duration) bursts in both
their high-energy emission (Kouveliotou et al., 1999; van der Horst et al., 2012)
and in the radio (Bochenek et al., 2020; CHIME/FRB Collaboration et al., 2020), as
well as longer-lived flares and outburst episodes (Hurley et al., 2005; Lower et al.,
2023b).

In this thesis the focus is on rotation-powered pulsars, for which the primary mode of
observation is pulsar timing, which gives an extremely precise method of tracking the
rotational behaviour of a pulsar over timescales of many years. Radio pulsar timing is
discussed in further detail in Section 1.2.

1.1.3 | Neutron stars in globular clusters

Although the majority of known pulsars formed from stars residing in the Galactic disk,
there is an interesting sub-population of pulsars which formed not in the disk but in glob-
ular clusters (GCs). GCs are dense star clusters, with core luminosity densities exceeding
10° solar luminosities per cubic parsec and hosting extremely old stellar populations,
with estimated ages on the order of 10 Gyr (Baumgardt, 2017). There are approximately
150 known GCs associated with the Milky Way (Harris, 1996). While much of this thesis
deals with canonical pulsars, which are rarely found in globular clusters (as discussed
below), Chapter 6 presents a search for gravitational radiation from fast-spinning neu-
tron stars in five nearby GCs, and hence we devote this section to a brief discussion of
the observed population of GC pulsars.

Globular clusters have long been recognised as hosting many more LMXBs per unit
mass than the Galactic disk (Katz, 1975; Clark, 1975), and given that LMXBs produce MSPs
(see Section 1.1.2), one might well expect that GCs host an excess of MSPs compared to
the field, and indeed this is confirmed by observation (Camilo and Rasio, 2005; Ransom,
2008; Ye et al., 2019). At the time of writing there are 330 known pulsars among 44
globular clusters® — of these 330 pulsars, 275 (83%) have spin periods less than 10 ms.
This is a much higher proportion than the overall pulsar population, for which only 14%
of pulsars have P < 10 ms.

The preponderance of MSPs in globular clusters is due not only to the high rate of
LMXB formation, but the age of their stellar populations. Stars massive enough to un-
dergo core collapse and form neutron stars have lifetimes of only ~10 Myr (Crowther,
2012), and given the age of GC populations these “first-generation” neutron stars are
also extremely old. However, the spin-down timescale of the canonical pulsars is on the
order of 107 yr, and hence these non-recycled (i.e. slow) pulsars have long since spun

www3.mpifr-bonn.mpg.de/staff/pfreire/GCpsr.html
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Figure 1.1: P-P diagram of the full pulsar population generated from the ATNF pulsar
catalogue (Manchester et al., 2005) using psrQPY (Pitkin, 2018). Pulsars in binaries are
circled in red. Lines of constant characteristic age (t, = P/2P) and surface magnetic field
[Bowsr = 3.2 x 10Y G (P/15)/?>P'/?] are shown as dashed and dotted lines respectively.
The shaded region in the bottom right is below the “death line” as defined in Equation 4
of Zhang et al. (2000), approximately where pulsar radio emission is expected to cease.



down to the point where their radio emission turns off, and are no longer visible. How-
ever, although MSPs dominate the population of GC pulsars, slow, apparently young
pulsars with periods greater than 0.1 s are also observed (Lyne et al., 1993; Biggs et al.,
1994; Boyles et al., 2011). There are several proposed formation channels for these slow
pulsars, including electron capture supernovae of white dwarves (Ivanova et al., 2008;
Boyles et al., 2011; Tauris et al., 2013; Kremer et al., 2023) and disruption of the recycling
process by a close encounter with another object (Verbunt and Freire, 2014).

Not only is the overall makeup of the pulsar population in GCs markedly different
from the distribution observed in the Galactic field, the properties of GC MSPs in par-
ticular are distinct from the field population (Lee et al., 2023). Most strikingly, GCs host
a higher proportion of isolated MSPs than the field — 42% of GC MSPs are isolated,
compared to 20% of field MSPs®. Verbunt and Freire (2014) argue that the production of
isolated MSPs in globular clusters is due to the high rate of encounters experienced by
binary systems in GCs over their lifetime. Moreover, they find evidence for variation in
the production rate of isolated MSPs between globular clusters, and present a charac-
teristic figure of merit which tracks the rate at which binary systems experience further
encounters and is based on the structural parameters of the cluster,

y o Yo, (11)

where p, is the core luminosity density and r, is the core radius. Using the population
statistics known at the time, they showed that clusters with high ) tend to produce a
higher proportion of isolated MSPs than those with low ), and subsequent discoveries
of new GC pulsars appear to bear this out (e.g. Ridolfi et al., 2022; Vleeschower et al.,
2022; Yin et al., 2024). This relation between y and isolated MSPs in the population
is not exact — e.g. see Chen et al. (2023) for an discussion of the MSP population in
the massive globular cluster w-Cen, which has a low y but appears to have an MSP
population dominated by isolated systems. The choice of target clusters in the CW search
presented in Chapter 6 is heavily informed by these considerations; see Section 6.3.1.

1.2 | Radio pulsar timing

As discussed in Section 1.1.2, almost all neutron stars are observed as pulsars, producing
electromagnetic signals with astonishingly precise periodicity, typically assumed to be
sourced by radiation generated above the magnetic poles of the neutron star, and so
the pulse sequence is directly tied to the rotation of the star (the magnetic field itself
being locked to the crust of the star). The extreme precision of the observed periodicity
motivates the following question: can we build a useful model which predicts the arrival
of each pulse from a given pulsar at a telescope on Earth? This is the essential game of
pulsar timing, and the answer turns out to be yes. In this section we will go through how
this is achieved in some detail, focusing on the timing of radio pulsars®.

*www.astro.umd.edu/~eferrara/pulsars/GalacticMSPs.txt
*While pulsar timing is also routinely performed at other wavelengths, especially in X-rays and gamma
rays, the details around how the data are acquired and processed are beyond the scope of this thesis.
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1.2.1 | Data acquisition

For the purposes of this thesis, the starting point of an observation of a radio pulsar is a
digitised time series V (t) recording the voltage’ received by the telescope from a certain
direction on the sky within a certain radio frequency (RF) band (determined by the tele-
scope configuration). This already elides many details! The formation of this time series
is not trivial, and happens differently depending on the configuration of the telescope
(Lower, 2022). Although we are considering only one polarisation, frequently two or-
thogonal polarisation modes are recorded — information about the polarisation state of
the emission is extremely valuable for studies of pulsar emission physics (Manchester,
1971; Ruderman and Sutherland, 1975; McKinnon and Stinebring, 2000; Oswald et al.,
2020), but in this thesis we will not make use of it. The RF band covered by V (t) is
typically centred somewhere in the range of O(100 MHz) to O(1 GHz), and bandwidths
range from a few MHz to a few GHz.

This voltage time series is necessarily sampled at a very high rate® — by the Nyquist
sampling theorem, a signal of bandwidth f must be sampled at a rate exceeding 2f.
Except in rare circumstances this raw data stream is not stored. Instead, V (¢) is processed
on the fly to produce data products which are easier to handle. In modern systems
with wide bandwidths, the first step is to pass V () through an array of bandpass filters
(a “filterbank”) to produce a new set of voltage time series, each of which cover only
a fraction of the total observing bandwidth. This allows the downstream processing
to be parallelised over separate compute nodes, rather than requiring ingestion of the
full-bandwidth signal (e.g. Hobbs et al., 2020; CHIME/Pulsar Collaboration et al., 2021;
Mandlik et al., 2024).

The most important final data product in our case is the folded pulse profile. If we are
observing a known pulsar whose pulse period P is already measured with reasonable
precision, we can break up the data stream into chunks of length P and add the intensity
timeseries in each chunk together, to produce a single integrated pulse with much higher
signal-to-noise ratio than any individual pulse in the data. In forming this integrated
pulse we must contend with dispersion — the frequency-dependent delay in the arrival
time of radio photons due to the refractive properties of the interstellar medium, in
particular the presence of cold plasma along the line of sight. The dispersive delay at an
observing frequency v, relative to an undispersed pulse is given by (Kulkarni, 2020)

L
a
Tont(Vape) = TJ n, dl (12)
0

obs
where a is a constant equal to approximately 4.15 GHz’ cm® pc~' ms (Lorimer and Kramer,
2004), n, is the electron density, and the integral is taken along the line of sight to the

L
pulsar, which is a distance L away. The dispersion measure DM = Io n, dl is usually

quoted in units of pc cm™>. For an observation taken over an observing band [, v,] the

*Note that “voltage” in this context does not refer to the electric potential difference, but an electrical
signal proportional to a component of the electric field (determined by the antenna polarisation) at the
receiver.

°Although not necessarily at a high bit depth. In some cases each sample may be be digitised at only
1- or 2-bit resolution (Sarkissian et al., 2011).



degree of dispersive smearing is given by

TDM:aXDMX(i—i)~83mS( DM )( e )_Z(Av/vl)) (1.3)

vi v 100 pcem™ /\ 1 GHz 10%

where the final expression holds to an order of magnitude as long the fractional band-
width Av/v; = (v, —v;)/w; is not too large. The dispersive smearing timescale can be a
significant fraction of a pulse period, or even more than one pulse period, and thus it is
essential to correct for this effect. It is possible to do this by operating on the voltages
directly (if the voltages have been channelised by a filterbank this step can be done sep-
arately on each channel), convolving V() with the inverse frequency response of the
ISM — this is known as coherent dedispersion (Hankins and Rickett, 1975) and although
it once required specialised hardware to perform, today it can be performed in software
with the aid of graphics processing units (GPUs) (Ford et al., 2010; De and Gupta, 2016).
If coherent dedispersion is not available, the effect of dispersion can still be corrected for
incoherently by taking the channelised voltage time series and “detecting” them (con-
verting the measured voltages to intensities), and offsetting these intensity data streams
in time from one another according to equation (1.3) (Large and Vaughan, 1971; Lyne
and Graham-Smith, 2012). Incoherent dedispersion suffers from a degree of dispersive
smearing within each channel, but it is a computationally cheap alternative to the co-
herent approach.

Each channel in the dedispersed filterbank is folded at the pulse period to produce
a time-integrated profile for each channel. This process is typically only partially per-
formed before the result is written to storage — e.g. in a 10-minute observation, each
20-second span of data might be folded, but these 20-second foldings are not subse-
quently summed together before being saved. These partial foldings are referred to as
“subintegrations”.

Often, however, it is useful to fully integrate in both frequency and time — i.e. sum
the intensities in all subintegrations and across all frequency channels. This produces
a pulse profile which is an intensity timeseries covering a single pulse period. It is a
remarkable fact of pulsar timing that these fully integrated pulse profiles are extremely
stable on timescales of days to years, despite the fact that individual pulses from a pulsar
may vary wildly in shape and amplitude (Drake and Craft, 1968; Helfand et al., 1975;
Ostowski et al., 2014; Parthasarathy et al., 2021).

We can take advantage of this profile stability to further reduce the data. If the inte-
grated profile is time-tagged to high accuracy, we can ask: “when did this profile arrive at
our telescope?” More specifically we can pick some reference point within the observed
profile (the point of peak intensity, for example) and ask, for a given profile, what time
at the telescope this reference point corresponds to for a given observation. The answer
to this question can be computed in a number of ways (Wang et al., 2024), but in any
case the result is a pulse time of arrival (ToA) which by assumption corresponds to a
fixed point in the rotational phase of the pulsar (when the pulsar is “pointed towards
us”, loosely speaking). It is worth emphasising that the result is a time of arrival, sin-
gular. While we do have the freedom to break up the data at an earlier stage in various
ways, e.g. into separate frequency bands, or into a sequence of consecutive time chunks,
going through the process of dedispersing, channelising, folding, integrating, and com-
paring the data against a reference profile will produce two things: a time of arrival, and



an uncertainty on the time of arrival. An entire observation of a pulsar is thus reduced
to two numbers. The ToA is typically quoted as a Modified Julian Date (MJD), which
measures time by the number of elapsed days since 0:00 November 17, 1858 AD. And yet
even after this extreme compression, pulsar datasets are exquisitely information-rich by
virtue of their accuracy — depending on the pulsar and the telescope, uncertainties on
times of arrival range from milliseconds to hundreds of nanoseconds.

1.2.2 | Pulsar timing models

As discussed, pulsar timing datasets are made up of times of arrival, which are times-
tamps at which pulses from a pulsar arrived at some telescope on Earth. But it is a
long journey from there to here, and constructing a model which can accurately predict
when pulses will arrive is an involved process — here we give only a flavour of what is
involved.

Fortunately, the problem of predicting pulse arrival times in a reference frame which
is at rest with respect to the pulsar (and free of any intervening material) is very easy
to get mostly right. We make the assumption that pulse times of arrival correspond to
a fixed value of the pulsar’s rotational phase ¢ — say, ¢ = 0 — and hence aim to write
down a model for the phase evolution of the pulsar, so that the times of arrival are exactly
the locations of the zero crossings of ¢. To a very good approximation, the rotational
phase of a pulsar can be written as a Taylor series in the frame at rest with respect to
the pulsar, with time coordinate ty:

N 4"
Bltg) = o+ Y TPt (L)

where an expansion to second order [i.e. ¢(f,) = Po+V(t,—to) +V(f, - to)?/2 where v is
the pulse frequency and v is its first time derivative] typically suffices to capture almost
all of the phase evolution.

But we do not have the luxury of observing in the pulsar frame. Emission from a
pulsar must travel across the interstellar medium, through the solar system, and into a
telescope which is attached to the Earth which is both rotating upon its own spin axis
and orbiting the sun. If the pulsar is in a binary with a companion object the story is
complicated further, as the pulsar’s binary motion and the gravitational influence of its
companion induce further corrections.

All of these considerations essentially amount to the need for a transformation be-
tween the pulsar time ¢, and the time at the telescope, :

t, = fops — correction terms, (1.5)

where the correction terms depend on parameters such as the pulsar position on the
sky, the dispersion measure, and binary orbital elements — see Edwards et al. (2006) for
a detailed discussion of these effects.

Although this basic model typically describes the data to a good approximation, the
difference between the predicted times of arrival and those observed (the “timing residu-
als”) can exhibit significant structure beyond the noise due to measurement uncertainty.



The signals received from pulsars contain information about a wide variety of phenom-
ena which are due both to processes directly related to the pulsar and its immediate
environment, and external processes which leave an imprint on the signal as it propa-
gates to telescopes on Earth. The external processes are largely beyond the scope of this
thesis — these include effects such as interstellar scintillation, which probes the spatial
and temporal variation in the turbulent interstellar medium (Lyne, 1984; Stinebring et
al., 2001; Reardon, 2018), and the minute changes in pulse arrival times due to the in-
fluence of low-frequency gravitational waves with frequencies of order 1yr~' (Sazhin,
1978; Detweiler, 1979; Reardon et al., 2023; Agazie et al., 2023; EPTA Collaboration et al.,
2023; Xu et al.,, 2023). Also beyond the scope of this thesis are intrinsic effects related
to the pulsar emission itself — for example, the stability of the integrated pulse profile
in the majority of pulsars belies a highly dynamical process which becomes apparent in
careful analysis of high time resolution observations allowing for studies of the individ-
ual pulses from subsequent rotations of bright pulsars (Drake and Craft, 1968; Backer,
1970; Knight et al., 2006; Oslowski et al., 2014; Parthasarathy et al., 2021).

The phenomena that are of particular interest for this thesis, and to which the follow-
ing three sections are dedicated, are those related to the intrinsic rotational behaviour
of the pulsar. Despite their reputation as highly precise clocks, pulsars nonetheless ex-
hibit non-trivial rotational behaviours, which appear as signatures in the sequence of
received times of arrival and provide a valuable window into neutron star physics.

1.3 | Pulsar spin down

To a very crude approximation, pulsars are rotating magnetic dipoles. Such a rotating
dipole will necessarily emit electromagnetic radiation, extracting energy and angular
momentum and causing the rotation of the dipole to slow down over time. The spin-
down rate due to dipole radiation is given by (Lorimer and Kramer, 2004)

3
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where B is the magnitude of the magnetic field at the pole of the neutron star. The
values of ¥ measured in the pulsar population range between —1.3 x 107'* Hzs ™' and
—3.8 x 107" Hzs™',” and dipole radiation is generally expected to be the dominant ef-
fect determining the pulsar’s frequency evolution. The dipole radiation is emitted at the
rotation frequency, v ~ 0.1-100 Hz — the energy of this low-frequency radiation goes
into “heating” the surrounding medium, and can not propagate to Earth. In some cases
this heating can be observed as a pulsar wind nebula: charged particles surrounding the
pulsar absorb a fraction of the deposited energy and re-radiate it across the electromag-
netic spectrum (Gaensler and Slane, 2006; Lyne and Graham-Smith, 2012). Note that as
the neutron star is not truly a dipole rotating in vacuo, the true braking behaviour is
modified by the effects of particle outflows, and this tends to soften the scaling of v with
v (Melatos, 1997; Contopoulos and Spitkovsky, 2006; Bucciantini et al., 2006).

Magnetic dipole radiation is not the only mechanism by which pulsars may spin down.
If the pulsar is emitting gravitational waves (GWs), this too will act to spin down the star

"We exclude positive measured values of v, which are due to contamination from other effects such as
accretion or motion in a gravitational potential.
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over time. Gravitational waves are discussed more detail in Sections 1.6 and 1.7; for now
we briefly note two particular GW emission mechanisms which may be relevant. One is
mass quadrupole radiation, due to the pulsar possessing a mass distribution which is not
axisymmetric about the rotation axis. In this case the spindown is described by (Riles,

2023)
2 5
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where € is the ellipticity, which measures the extent of the non-axisymmetry (see Section
1.7.1). The other case is emission via r-modes — these are certain oscillation modes in the
neutron star interior which are unstable to GW radiation and may be driven to significant
amplitudes (Andersson, 1998; Owen et al., 1998). The frequency evolution in this case is
described by (Riles, 2023)

7
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where «a is the dimensionless r-mode amplitude.
The spindown evolution in all of the cases mentioned here — magnetic dipole radia-
tion, mass quadrupole radiation, and r-mode radiation — follow the same basic form:

v = —-Kv". (1.9)

The » in equation 1.9 is referred to as the braking index. Magnetic dipole radiation has
n = 3, mass quadrupole n = 5, and r-modes have n = 7. The measurement of n
in a given pulsar can thus be extremely valuable in determining the dominant spin-
down mechanism. If the constant of proportionality K is constant, n can be measured
in principle via the second frequency derivative, i.e.

n=—. (1.10)

Measurement of  is difficult in most cases. It has long been understood that although a
straightforward least-squares fit for a ¥ term may often return a well-constrained value,
these values are almost always hopelessly contaminated by long-term wandering in the
phase residuals (timing noise; discussed in Section 1.4) and have no relation to the long-
term spin-down behaviour of the pulsar (Hobbs et al., 2004; Chukwude and Chidi Odo,
2016). It is sometimes claimed that more sophisticated techniques which simultaneously
model both the secular phase evolution and timing noise (van Haasteren et al., 2009;
Lentati et al., 2014) offer a means of measuring ¥ which is robust against the presence of
timing noise (Lower et al., 2020; Parthasarathy et al., 2020). The values of #n measured
in this way are sometimes orders of magnitude from the canonical value of 3, and may
be either positive or negative. However, recent work by Vargas and Melatos (2023a) and
Keith and Nitu (2023) has demonstrated that these values must also be interpreted with
caution, as the timing noise model may fail to adequately capture the full extent of the
effect of the timing noise on long timescales which are most relevant to the measurement
of V. This is also explored in Section 5.5 of this thesis.
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Figure 1.2: Timing residuals for the pulsar PSR J1224—6407, using observations from
the UTMOST pulsar timing programme (see Jankowski et al. 2019 and Chapter 5 of this
thesis). Significant long-term wandering behaviour (timing noise) is evident.

1.4 | Timing noise

As discussed in Section 1.2.2, once the pulse times of arrival have been transformed into
the reference frame of the pulsar itself, the typical timing model is simple, expressed as
a Taylor expansion about some reference time t, and frequently no more complex than

P(t,) = o + v(t, —to) + V(t, —10)/2. (1.11)

Does such a model completely describe the behaviour of pulsars, to the limits of instru-
mental precision? Almost always the answer is no. After fitting a model like equation
(1.11), the timing residuals — the difference between the predicted and measured times
of arrival — show time-correlated structure with timescales ranging from days to years,
generically referred to as timing noise. An example is shown in Figure 1.2. Timing noise
has been observed since the early days of pulsar timing (Nelson et al., 1970; Boynton et
al., 1972), and a wide variety of both phenomenological and physical models have been
proposed to explain this behaviour.

1.4.1 | Measuring and characterising timing noise

A common early phenomenological description was introduced by Boynton et al. (1972)
which described the timing noise in terms of a random walk, which may be present in
the spin-down (v), frequency, or phase. This was successfully applied to a number of
pulsars (Manchester and Taylor, 1974; Groth, 1975; Cordes and Helfand, 1980), though
in other cases a random walk in a given parameter was found to be insufficient to ex-
plain the observed behaviour (Gullahorn and Rankin, 1982; Cordes and Downs, 1985;
D’Alessandro et al., 1995).
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Today, the dominant mode of timing noise analysis is based on an analysis of the
timing noise as a Gaussian process in the timing residuals (van Haasteren et al., 2009;
van Haasteren and Levin, 2013; Lentati et al., 2013). A more detailed exposition of the
framework underpinning this mode of analysis is given in Appendix A, here we cover
only the essential idea. The contribution of the timing noise process to the observed
ToAs is modelled as a sum of sinusoids with frequencies f;, j = 1,2, ..., N where N is
typically of order 10. Most often the frequencies take the values f; = j/T where T is the
total timespan of the dataset, but other choices are possible. The power spectral density
(PSD) of the timing noise contribution is usually assumed to have a power law form,

A2 ”
S(f):ﬁ(lgr_l) (1yr 1y, (1.12)
The parameters A4 and f§ are the ultimate inference targets in most timing noise analy-
ses. The power of this approach is that the timing noise contribution is estimated simul-
taneously with the parameters controlling the deterministic part of the phase evolution
—e.g. v, v, sky position, binary orbital elements, etc. In principle this allows for a better
understanding of the covariance between the influence of timing noise and changes in
the model parameters, and hence posteriors which reflect the uncertainties introduced
by the presence of timing noise. This is the origin of the claims discussed briefly in
Section 1.3, that modern pulsar timing techniques are able to infer ¥ in a way which is
robust against timing noise contamination.

As a complementary approach to estimating the power spectrum of the timing noise
— thereby marginalising over the details of the specific realisation which is observed
— one can also explicitly track the evolution of the pulsar’s rotation over time. This is
the approach taken in the hidden Markov model-based pulsar timing framework which
is used throughout this thesis and discussed in more detail in Section 1.10. There, the
pulsar frequency and frequency derivative are tracked over time, and maximum a pos-
teriori estimates of their value at any given timestep can be extracted. However, in the
applications of this framework so far, which largely deal with the detection of glitches,
timing noise is essentially a nuisance to be dealt with, rather than the phenomenon of
primary interest, and so little work has been done on extracting information about the
timing noise itself from these analyses. By contrast, another state-space based approach
introduced by Meyers et al. (2021a) and refined and applied to real data by Meyers et
al. (2021b) and O’Neill et al. (2024) respectively, puts the nature of the timing noise at
the centre of the analysis. Here a simple two-component model of the neutron star is
assumed (Baym et al., 1969b), which divides the star into a superfluid interior which ro-
tates with angular velocity (), and a rigid crust which rotates with angular velocity Q).
A Kalman filter (Kalman, 1960) is used to track the evolution of the pair (€], ().), and
also to provide a likelihood with which inference can be performed on the parameters of
the model, e.g. the coupling timescale between the two components. O’Neill et al. (2024)
demonstrated the application of this technique to radio observations of PSR J1359—6038
(which provide only measurements of ().), and were able to constrain e.g. the coupling

+0.8
timescale between crust and interior to 1071795 s, and show that a two-component model
is preferred over a one-component model where the whole star rotates rigidly.
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1.4.2 | Timing noise across the population

Given the ubiquity of timing noise in the pulsar population, it is natural to ask how
features of the timing noise correlate with other pulsar properties. The most straight-
forward phrasing of this question is to ask whether the “amount” of timing noise scales
with the spin parameters of the pulsar, and this question has been investigated by sev-
eral authors. Cordes and Helfand (1980) measured the “timing activity” of a pulsar by
the rms phase residuals remaining after a second-order polynomial fit (i.e. a fit for ¢, v,
and v). Based on a sample of 50 pulsars, they found that the timing activity is positively
correlated with P and at most weakly correlated with P. Similarly, Arzoumanian et al.
(1994) parametrised the amount of timing noise by

1.
Ag = log,, (a|v|t3), (1.13)

where the values of v and ¥ are measured over a timespan of t = 10°s (arbitrarily
chosen). With a sample of 96 pulsars they fit (by eye) a scaling relation Ag = 6.6 +
0.6 log P (Hobbs et al. 2010 later gave a revised scaling of Ag = 5.1 + 0.5 log P based on
a linear least-squares fit with a sample of 366 pulsars). Matsakis et al. (1997) introduced
another parametrisation of the timing stability of a pulsar modelled on the Allan variance
used to characterise terrestrial clocks (Allan, 1987), and defined as

2
T

25

where c; is the cubic coeflicient in a polynomial fit to the data (i.e. the ¥ of the Taylor
expansion of ¢) and the angle brackets denote averaging over subsequences of length
7. Hobbs et al. (2010) showed that 0,(10 yr) is weakly correlated with v and strongly
correlated with v, essentially confirming the conclusions of Cordes and Helfand (1980).
Similarly, Urama et al. (2006) took measurements of ¥ to be a direct indicator of timing
noise and demonstrated a strong correlation between ¥ and v, again pointing towards v
as a reliable correlate of timing noise strength.

More recently, characterising the timing noise based on measured ¥ values has fallen
out of favor. Shannon and Cordes (2010) pointed out that although indeed the cubic
term is the dominant contribution to the timing noise in an ensemble-averaged sense,
in any particular realisation of the noise process significant power may lie in higher-
order terms — metrics such as Ag and o,(t) will thus tend to underestimate the total
contribution of timing noise to the residuals. For this reason, more recent studies have
tended to return to the approach of Cordes and Helfand (1980) of using the rms timing
residuals after a low-order fit as the figure of merit.

Modern Bayesian techniques based on estimation of the timing noise PSD (discussed
in the previous section) modify this slightly, as the “low-order fit” is now simultaneously
performed with the timing noise parameter estimation and hence is no longer straight-
forwardly interpreted as a weighted least-squares procedure. The conclusions of studies
which adopt this approach have largely mirrored those of earlier studies — the primary
factor which controls the amount of timing noise present in a pulsar is its spin-down
rate (Parthasarathy et al.,, 2019; Lower et al., 2020). When a PSD is estimated, rather
than use the rms timing residuals to assess the degree of timing noise the closely related

o,(t) = —=(c3)'?, (1.14)
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Table 1.1: Spearman correlation coefficients p and corresponding p-values calculated be-
tween the listed parameters and the rms timing residuals ¢, ; for the 597 measurements
reported by Keith et al. (2024). Scatter plots of the parameters against 0t,,, are shown
in Figure 1.3.

Parameter p (p), Ajeq > 107" P (p), Areq < 107

OrN 091(<2x107%  0.032(0.61)
Aed 056 (< 2x107%)  -0.034 (0.58)
B 0.41(<2x107%  0.022(0.72)
V| 032(<2x107%  -030(<2x107%
|| 039(<2x107"  -0.076 (0.21)
figure of merit
S ﬂ A2 d l_(ﬁ_l)
2 -3+ re ow
= S(f)df =(1 — 1.15
ORN . (f)df = (Lyr) 212 p-1 (1.15)

is used instead, where fi,,, is the lowest frequency included in the timing noise model;
typically this is the reciprocal of the observing timespan. If the timing residuals are
dominated by the timing noise, then we expect the rms timing residuals 0t to be
equal to opy on average.

Figure 1.3 shows the relationship between ot and opy, Aeq. B, | V|, and |¥], calculated
from the parameters reported by Keith et al. (2024) for 597 pulsars observed as part of the
Thousand Pulsar Array project on the MeerKAT telescope (Johnston et al., 2020). Table
1.1 lists the Spearman correlation coefficients p and p-values between 0t and each of
the parameters for those pulsars with A,y > 107" and A,.4 < 107", As expected, we
have 6t & opy as long as the magnitude of the timing noise is not too small — the
correlation is largely lost for pulsars with A4 < 107" (indicated by the orange points),
as the timing residuals become dominated by the ToA measurement noise. A similar
correlation, though not as tight, is observed between ot and A,.q — this, again, is
unsurprising, given that opy o A,q. The spectral index f also appears to be correlated
with 6t,,,, although this is not as obvious visually — for those pulsars with A4 > 107"
we find a Spearman correlation coefficient of p = 0.41, with p < 2 x 10™*. For pulsars
with A,eq < 107" we find p = 0.02, p = 0.72 — i.e. there is no significant correlation.
It is not obvious where this correlation comes from — f generally describes the “kind”
of timing noise in the pulsar, e.g. random walks in phase, frequency, and frequency
derivative produce residual PSDs with f = 2, 4, and 6 respectively. Previous works
based on both random walks and PSDs have typically not noted any correlation between
B and the timing noise strength (Cordes and Downs, 1985; D’Alessandro et al., 1995;
Parthasarathy et al., 2019; Lower et al., 2020).

The bottom two panels of Figure 1.3 show the scaling of 0t,,, not with properties of
the measured timing noise PSD but with recovered spin parameters of the pulsar — ||
and |¥]. In both cases the A,,q > 107" sample shows significant positive correlation
(see Table 1.1), as expected from the studies discussed earlier in this section. Curiously,
|v| shows a significant negative correlation with ot,,,, in the A,y < 10" sample. This
is likely to be related to the correlation between || and the average ToA uncertainty
(p=-041,p<2x 107*), which dominates the value of 6t,,,, for low A,.4.
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1.4.3 | Physical theories of timing noise

The underlying mechanism which produces timing noise is not known, and is largely
outside the scope of this thesis. Here we briefly touch on some of the theories put for-
ward in the literature which give a physical account of timing noise.

One of the earliest theories involved “starquakes” (Pines and Shaham, 1972) — small
rearrangements of the solid crust, which is under significant strain, could produce fre-
quency jumps of either sign, which produces a kind of “wandering” in the rotation of
the star. However, frequency jumps alone cannot account for the full range of timing
noise phenomenology which is observed (Cordes and Helfand, 1980; Cordes et al., 1988),
and this model is correspondingly disfavoured as a comprehensive explanation of tim-
ing noise. We discuss starquakes further in Section 1.5.3 as a possible component of the
mechanism behind pulsar glitches.

While the surface does not suffice, the stellar interior provides a promising avenue
towards understanding the nature of timing noise. Anderson and Itoh (1975) pointed
out that the neutron superfluid component could explain the apparent “restlessness” of
pulsar spins through the stochastic motion of vortices, which are pinned to sites in the
crustal lattice but are at the same time driven outward by the spin down of the star, and
the stochastic unpinning and repinning of vortices imparts a time-varying torque on the
crust, which is observed as timing noise. This “vortex creep” model has been refined
and expanded by later authors to make predictions regarding the power spectrum of the
observed noise fluctuations (Alpar et al., 1986; Jones, 1990a). Alternatively, turbulence in
the superfluid component has been invoked as a possible explanation (Greenstein, 1970;
Peralta, 2006; Link, 2012; Melatos and Link, 2014; Khomenko et al., 2019). Melatos and
Link (2014) presented a model of timing noise due to superfluid turbulence and derived
a prediction for the timing noise power spectrum, which includes a spectral turnover
below a certain cutoff frequency. Goncharov et al. (2020) searched for the presence of
such a turnover using both a generic broken power-law model and the specific model of
Melatos and Link (2014) in seven millisecond pulsars and found that none of the pulsars
significantly preferred a turnover model, although their analysis is sensitive to a turnover
only within a certain frequency range dictated by the cadence of observations and the
total length of the dataset.

The final category of possible timing noise models involve processes external to the
stellar bulk. One particularly interesting class of models in this regard involve vari-
able magnetospheric torques (Cheng, 1987b; Cheng, 1987a; Lyne et al., 2010). Lyne et al.
(2010) reported correlations in six pulsars between the spin-down rate and variations
in the pulse shape, establishing a connection (if not a direct causal link) between the
magnetospheric state of the pulsar and timing noise. Other possibilities include per-
turbations due to planets (Kerr et al., 2015; Parthasarathy et al., 2019) or asteroid belts
(Cordes and Shannon, 2008), pulse profile variation (Brook et al., 2016), and, for accreting
pulsars, variability in the accretion torque (Baykal and Oegelman, 1993; Bildsten et al.,
1997; Mukherjee et al., 2018; Melatos et al., 2023; O’Leary et al., 2024b).
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1.5 | Glitches

For the most part, the spin frequencies of pulsars are on a more-or-less steady down-
ward trend, as they lose their energy and angular momentum to radiation. Timing noise
perturbs this trend slightly, but as discussed in Section 1.4, the magnitude of this effect
is typically small and unbiased. There is, however, a more dramatic class of timing ir-
regularities observed in a subset of pulsars — a sudden, impulsive increase in the spin
frequency known as a glitch. Glitches are relatively rare — at the time of writing, the
Jodrell Bank Observatory glitch catalogue® (Basu et al., 2022) lists 671 glitches in 224
pulsars — that is, approximately 7% of all known pulsars have had at least one glitch
reported. The vast majority of glitches occur in canonical pulsars — there are only two
known glitches in millisecond pulsars (Cognard and Backer, 2004; McKee et al., 2016).

1.5.1 | Observational properties

The effect of a glitch on the rotational phase of the pulsar is relatively simple, typically
being parametrised as follows:

Pe(t) = AP+ Av(t —t,) + %Af/(t — 1) - ZT,-AV,- exp [—(t — ty) /1] (1.16)

i

Contained in this parametrisation we have a permanent phase jump A¢, a permanent
frequency jump Av, a permanent change in the frequency derivative Av, and some num-
ber (often zero, rarely more than two) of exponentially decaying components, each spec-
ified by a frequency increment Av; and a decay timescale 7;. The phase jump A¢ is not
typically regarded as physical, being instead a stand-in for errors in the value of ,, which
is frequently not well-constrained’.

Although the limited number of events makes population-level inferences challeng-
ing, there are some overall trends which are by now well-established. There is strong
evidence for two distinct populations in the glitch magnitude distribution, consisting of
a broad component with Av distributed between 1 x 10" Hz and 1 x 107> Hz, and a
narrow component centred around Av ~ 1.8 x 107° Hz (Espinoza et al., 2011; Ashton
et al., 2017; Fuentes et al., 2017; Basu et al., 2022), as shown in Figure 1.4. The latter
component is associated with “Vela-like” pulsars (pulsars having similar inferred char-
acteristic ages and magnetic field strengths to the Vela pulsar). Glitch activity appears
to be significantly correlated with the spin-down behaviour of the pulsar, with higher
spin-down rates or smaller characteristic ages associated with greater cumulative glitch
activity [though note that this correlation may break down for very young pulsars, with
characteristic ages < 10° yr, which has been tentatively linked to higher temperatures
preventing the accumulation of sufficient stress to produce large glitches (McKenna and
Lyne, 1990; Basu et al., 2022)].

For those individual pulsars which are sufficiently well-monitored and prone to glitch-
ing, the time series of glitch events is also a potentially rich source of insight. Although

8jb.man.ac.uk/pulsar/glitches/gTable.html
°’Although there is the possibility of changes in the emission characteristics of the pulsar at the time
of the glitch, which could manifest as a step change in the phase.
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Figure 1.4: Histogram of glitch sizes recorded in the JBO glitch catalogue (Basu et al.,
2022).

the majority of pulsars with sufficiently large glitch samples exhibit exponentially dis-
tributed waiting times and power-law distributed sizes, certain pulsars glitch quasiperi-
odically, and have strongly peaked size distributions (Melatos et al., 2008; Howitt et al.,
2018; Fuentes et al., 2019). Independent of the detailed microphysics underlying glitches,
it is tempting to think of the star as building up some kind of “stress” which is released
in the form of a glitch. The details of this stress-relax process — how the stress accu-
mulates, what causes it to be released, how much is released in a given event — have
implications for the statistics of the glitch time series in a given pulsar. For example,
if the star only glitches when a fixed stress threshold is exceeded, then we would ex-
pect to see a correlation between the size of a glitch and the waiting time until the next
glitch (a forward correlation). In fact correlations of this type are rare (Wang et al., 2000;
Melatos et al., 2018), with the only clear example being the isolated X-ray pulsar PSR
J0537—6910, which glitches at a rate of ~3.2yr ' (Ferdman et al., 2018) and displays a
strong correlation between the size of a glitch and the forward waiting time (Middled-
itch et al., 2006; Antonopoulou et al., 2018; Ferdman et al., 2018). However, this lack
of observed correlation does not falsify the basic picture of glitching behaviour as a
stress-relax process. Fulgenzi et al. (2017) introduced a model of glitching behaviour as a
state-dependent Poisson process — i.e., a Poisson process where the rate is dependent on
the state of the system (the amount of accumulated stress). This meta-model can repro-
duce the observed behaviour of many glitching pulsars and makes falsifiable predictions
about size—waiting time correlations which may be observed with larger samples (Carlin
and Melatos, 2019a; Carlin and Melatos, 2019b). This meta-modelling approach has also
been extended to include stochastic stress accumulation (Carlin and Melatos, 2020) and
history dependence (Carlin and Melatos, 2021).

Even non-detections of glitches can be constraining. For example, Millhouse et al.
(2022) studied the scaling of the glitch rate in the pulsar population as a function of
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Figure 1.5: Timing residuals for the pulsar PSR J0908—4913, using observations from the
UTMOST pulsar timing programme. A glitch is present in the data with size Af =~
2 x 1077 Hz, but is not included in the timing model. A clear cuspy feature is visible at
the location of the glitch.

certain pulsar parameters. Included in their analysis were a set of pulsars which had
not been observed to glitch but for which glitches above a certain size had been sys-
tematically ruled out (see Chapter 3 of this thesis). They found that including these
non-glitching pulsars significantly shifted the inferred population parameters — non-
detections provide valuable information, as long as the detection procedure is well-
understood.

1.5.2 | Glitch detection

Glitches are most often detected from by-eye inspection of the timing residuals — if a
timing model without a glitch is fit to data containing a glitch, one tends to see a char-
acteristic cuspy feature at the glitch epoch, as shown in Figure 1.5. By-eye detection has
the obvious advantage that it is trivial to implement, and for large glitches it is entirely
sufficient. However, the distribution of glitch sizes extends down to small amplitudes
where the changes in spin parameters are comparable to the perturbations generated by
timing noise. The low-amplitude end of the observed glitch distribution varies signifi-
cantly among pulsars. Figure 1.6 shows the distribution of minimum measured fractional
glitch size in every pulsar with at least two glitches recorded, along with the minimum,
median and maximum 90% confidence upper limits on the size of undetected glitches de-
rived from the analyses described in Chapter 5. For the purposes of having an accurate
statistical picture of the glitch population, two questions in particular are of interest:
what sorts of glitches might have been missed, and is every detected glitch genuine?
Can by-eye inspection of timing residuals reliably determine which features in the
residuals are due to glitches, and which are simply part of the long-term timing noise
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Figure 1.6: Distribution of minimum observed fractional glitch amplitude among pulsars
with at least two glitches recorded. The dotted lines indicate the minimum (2.4 x 107'?)
and maximum (1.3 x 1077) 90% confidence upper limits on the fractional size of un-
detected glitches derived from the analyses described in Chapter 5, while the solid line
shows the median 90% upper limit (2.1 x 107°).

behaviour? Clearly there is a point at which a glitch is undetectable in a given dataset,
but where is the crossover? Janssen and Stappers (2006) reported glitches with sizes as
small as Av/v = 107!, and performed synthetic data tests to demonstrate that they
could reliably recover injected glitches of that magnitude when inspecting the synthetic
residuals based on the dataset in which the smallest glitches were found. However, ver-
iftying successful recovery of injected glitches leaves open the question of false positives
— timing noise events which are mis-identified as small glitches. It is also not scalable
— the limits of by-eye detection depend on the intrinsic characteristics of the pulsar as
well as the characteristics of a given dataset, and to perform injection studies of this
sort might be plausible for a handful of datasets, but covering hundreds of datasets each
covering many years of timing baseline has a significant cost in person-hours.
Automated methods of glitch detection provide a possible way forward — if input from
a human analyst is not required, performing a large number of injection studies to assess
false positive and negative rates for different pulsar and glitch parameters becomes much
more feasible (provided the automated method is not too computationally expensive).
The results are also uniform in a way which is hard to guarantee for by-eye detections:
humans are subject to tiredness, distraction, etc., which may affect their performance as
a glitch detector in ways which are difficult to control for. Of course, no glitch detector
is perfect — false positives and negatives can not be avoided, and as such statements
about glitch detection and catalogue completeness are necessarily statistical in nature.
A number of automated glitch detection methods have been proposed and imple-
mented. For the purposes of this thesis the most notable is the hidden Markov Model-
based method introduced by Melatos et al. (2020), which is described in Section 1.10 and
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applied in Chapters 2, 3, 4 and 5 of this thesis. Espinoza et al. (2014) described an au-
tomated method based on goodness-of-fit measurements to moving windows of ToAs.
They used this method to argue that the absence of observed small glitches in the Crab
pulsar was a real effect rather than an artefact of detectability limits, and later ana-
lyzed timing data from the Vela pulsar to find two previously unknown small glitches
(Espinoza et al., 2021). However, they did not evaluate the performance of the detector
explicitly, and the distinction between a genuine glitch and a “glitch candidate” returned
by the detector is not precise. Yu and Liu (2017) discussed the detection probability of
glitches using synthetic datasets with known injected glitch parameters and analyzing
the accuracy of the glitch parameters recovered using TEMPONEST. They used these re-
sults to argue that the glitch catalogue reported by Yu et al. (2013) is likely to be complete
or almost-complete. However, they did not discuss how to evaluate detection in the ab-
sence of a priori known glitch parameters — their detection criteria involve knowledge of
the injected glitch parameters. Singha et al. (2021a) described a glitch detection pipeline
which operates with low latency at the Ooty Radio Telescope, and is based on detection
of outlier ToAs combined with a low-order polynomial regression to account for the
presence of timing noise. They demonstrate the effectiveness of this pipeline using syn-
thetic data tests for a range of timing noise parameters, and a glitch in PSR J0742—-2822
has been reported which was detected by this system (Grover et al., 2022). At this stage,
however, this pipeline has not been used to derive upper limits on the size of missed
glitches and hence assess the completeness of the glitch catalogues derived from the
application of this method.

1.5.3 | Physical theories of glitches

As with timing noise, the physical processes behind glitches remain unknown, but in
the 55 years since their discovery (Radhakrishnan and Manchester, 1969; Reichley and
Downs, 1969) they have received significant theoretical attention — see Haskell and
Melatos (2015) for a comprehensive review of proposed glitch mechanisms. Here we
give only a brief overview of the landscape of models.

Given that most glitches in rotation-powered pulsars do not seem to be associated
with radiative changes (though see Weltevrede et al., 2011; Palfreyman et al., 2018 for
exceptions), the focus has largely centred around mechanisms involving the crust or
interior of the star, similarly to the timing noise models discussed in the Section 1.4.3.

Mechanical failures of the crystalline crust — “star quakes” — are an attractive option,
and were proposed as a possible explanation soon after the first glitches were detected
(Ruderman, 1969). The essential idea is that as the neutron star spins down, the equilib-
rium shape deviates slightly from the shape of the rigid crust, and this causes a build-up
of stress which is released in a sudden reorganisation of the crystal lattice, leading to a
small reduction in the moment of inertia and hence a spin-up event. However, pulsars
which exhibit large, frequent glitches (e.g. the Vela pulsar) cannot be accommodated in
this model — there is no hope of building up sufficient stress quickly enough to explain
the observed glitching activity in such pulsars (Baym and Pines, 1971; Rencoret et al.,
2021). Though glitches cannot be explained through starquakes alone, crustal failures
may nevertheless play an important role as a glitch triggering mechanism, driving in-
ternal processes which ultimately lead to transfer of angular momentum to the crust
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(Ruderman, 1976; Alpar et al., 1994; Link and Epstein, 1996; Middleditch et al., 2006;
Bransgrove et al., 2020). Glitches thus provide a potential window into the microphys-
ical properties of the crust (Horowitz and Kadau, 2009; Chugunov and Horowitz, 2010),
as well as its global behaviour under strain (Franco et al., 2000; Giliberti et al., 2019;
Giliberti et al., 2020; Kerin and Melatos, 2022). Mechanical failure of the crust is also of
interest from the perspective of continuous gravitational wave emission, as the forma-
tion of “mountains” — small non-axisymmetries in the mass distribution — are a candi-
date emission mechanism (Ushomirsky et al., 2000; Johnson-McDaniel and Owen, 2013;
Kerin and Melatos, 2022; Gangwar and Jones, 2024), see Section 1.7.1.

The standard picture, then, is one of angular momentum transfer from the superfluid
component of the star to the crust (Anderson and Itoh, 1975). The angular momentum
of a rotating superfluid is stored in discrete vortices, each of which carries a fixed quan-
tum of angular momentum. For the superfluid to decelerate, these vortices must migrate
outwards and ultimately leave the system. However, the vortices may pin to the crust
or to magnetic flux tubes in the interior (see Section 1.1.1), preventing them from mov-
ing outward and hence preventing the superfluid component from decelerating. The
crust, however, is decelerated due to the electromagnetic braking torque, and so differ-
ential rotation develops between the crust and the superfluid. A glitch occurs when, for
one reason or another, some of the pinned vortices unpin and are allowed to migrate
outwards, in the process transferring angular momentum to the crust. The triggering
event which causes the large-scale unpinning is unclear, and models abound, including
starquakes (see above), hydrodynamic instabilities (Andersson et al., 2003; Mastrano and
Melatos, 2005; Glampedakis and Andersson, 2009), or collective motion due to knock-on
effects of local unpinning events (“avalanches”) (Melatos et al., 2008; Warszawski et al.,
2012; Warszawski and Melatos, 2013; Khomenko and Haskell, 2018; Howitt et al., 2020).

A full theory of glitches must explain more than the triggering mechanism and in-
crease in spin frequency — it must also explain the observed relaxations. A change in the
period derivative was noted in the very first glitch to be observed (Radhakrishnan and
Manchester, 1969; Reichley and Downs, 1969), and Baym et al. (1969b) interpreted this as
a quasi-exponential relaxation back to the pre-glitch spin-down state, with a timescale
of order years, and hence argued that this was a signature of the presence of a superfluid
component coupled to the crust. Although the exponential nature of the decay was not
clear in 1969, a subsequent measurement of a glitch in the Crab pulsar by Boynton et al.
(1972) provided an example of a much faster exponential recovery, with a timescale on
the order of days. Alpar et al. (1984b) developed a theory of glitch relaxation in terms
of the thermally driven “creep” of vortices outward, which recouples the crust and su-
perfluid component on a timescale which is dependent on the internal temperature of
the star but is generally within the observed range of relaxation timescales for plausible
physical parameters. Alpar et al. (1984a) applied this theory successfully to four large
glitches in the Vela pulsar, and obtained an estimate of the internal temperature of Vela
of 107 K. Vortex creep theory has been significantly extended, refined, and applied since
this initial work (Alpar et al., 1989; Link et al., 1993; Alpar et al., 1996; Link, 2006; Link,
2014; Akbal et al., 2017; Gligercinoglu et al., 2022).

Other post-glitch relaxation mechanisms have been proposed. Motivated by the ex-
tremely large glitch observed in PSR B0355+54 (Lyne, 1987), Jones (1990b) proposed a
model where a region of the superfluid component in the crust is only weakly pinned

23



and thus the vortices are in near-corotation with the superfluid, and showed that the re-
laxation process could be explained via the interaction between this weakly pinned com-
ponent and the crustal lattice. Haskell et al. (2012) elaborated on this essential picture
with a hydrodynamical model which successfully reproduces the post-glitch behaviour
observed in the Vela pulsar for a physically plausible set of parameters. The presence of
turbulence in the superfluid component significantly modifies the post-glitch behaviour,
as the coupling of the superfluid component to the lattice is dependent on the vortex
structure, which becomes tangled in the turbulent case (Peralta et al., 2006; Drummond
and Melatos, 2017; Mongiovi et al., 2017). Haskell et al. (2020) have argued that the ob-
served post-glitch behaviours in PSR J0537—-6910 and the Vela pulsar point towards the
presence of a turbulent superfluid component.

1.6 | Gravitational waves in general

The theory of general relativity (GR) describes spacetime as a four-dimensional manifold
whose curvature depends on the distribution of matter and energy via the Einstein Field
Equations (in units where G = ¢ = 1):

Gy = 81T, (1.17)

where G, is the Einstein tensor which describes the spacetime curvature and T, is the
stress-energy tensor which describes the distribution of matter and energy®. One of the
most surprising features of GR is that it supports wave-like vacuum (T, = 0) solutions,
known as gravitational waves (GWs). The existence of such solutions has been known
since the early days of GR (Einstein, 1918), but for several decades it was not clear that
they transported energy or otherwise had any physical effect — one must be careful
in GR to distinguish physical results from artifacts of one particular coordinate system
or another, and many (including Einstein himself) worried that the apparent wave-like
solutions might simply be an illusion. However, in 1957 Feynman put forth a simple
thought experiment known as the “sticky bead argument” which established that indeed
gravitational waves could have physical effects, and so one could in principle build a
detector to measure them (Feynman, 1957)*".

Observational evidence for the existence of GWs came nearly two decades later, when
Hulse and Taylor (1975) discovered the pulsar PSR J1915+1606, which is in a binary sys-
tem with another neutron star. The high precision afforded by pulsar timing allowed for
measurement of the orbital decay of this system due to gravitational radiation, and the
rate of decay is in good agreement with the GR prediction (Taylor et al., 1979; Weisberg
et al., 2010). Efforts at direct detection were also occurring around this time, most no-
tably by Weber, who pioneered the use of large metal bars with a resonant frequency
on the order of 1 kHz, which would be “rung up” by a passing gravitational wave whose
frequency matched the resonant frequency of the bar. Although Weber claimed evi-
dence for the detection of a GW signal coming from the direction of the Galactic centre

1Strictly speaking there is a further term on the left-hand side, Ag,, where A is the “cosmological
constant” and g,,, is the spacetime metric. In this work we will assume A = 0 always.

YIn that same year, Bondi (1957) gave a similar argument, and Weber and Wheeler (1957) also argued
strongly for the physicality of gravitational waves.
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(Weber, 1969; Weber, 1970), the discovery could not be independently verified (Thorne,
1980), and is not regarded today as representing a true detection.

Successful direct detection of gravitational waves came on September 14, 2015 at 09:50:45
UTC, when the Laser Interferometer Gravitational-Wave Observatory (LIGO) project
detected a signal, dubbed GW150914, from the merger of two ~30 M, black holes at a
distance of approximately 400 Mpc (Abbott et al., 2016b). In the years since, LIGO (and
later the Virgo and KAGRA detectors) have amassed a catalogue of approximately 100
signals from mergers of compact binaries (Abbott et al., 2019d; Abbott et al., 2021a; Ab-
bott et al., 2023a), including GW170817, a nearby merger of two neutron stars which was
also observed across the entire electromagnetic spectrum (Abbott et al., 2017c; Abbott
et al., 2017b).

1.6.1 | A short mathematical discussion

In this section we briefly discuss the mathematical formalism of gravitational waves,
following Maggiore (2007).
To begin with, we linearise about the flat-space metric 7,,,,, i.e.
v = v + hyvt |h/,zv| < 1. (1.18)
It is useful to define the trace-reversed metric perturbation,
1

Py = hypy — Em‘vh’ (1.19)
where h = " Vhw,. It is also useful to impose a gauge condition (the Lorentz gauge),
9"y, = 0. (1.20)
With this in hand, one can show that the equations of motion reduce to
Ohy,, = -161T,,, (1.21)

where [0 = 9"d,. This is a wave equation for flw! The waves are sourced by T, the
stress-energy distribution.

Far from the source (i.e. in the region where T, = 0), we can greatly simplify the form
of the metric by adopting the transverse-traceless (TT) gauge, which further imposes

h=0, (1.22)
WK =0, (1.23)
hi=0, (1.24)
d’h;; = 0, (1.25)

where £ is the trace of flw and this first condition implies that flw = h,, (hence the
dropping of the bar on the subsequent gauge conditions).

Equation 1.21 admits plane wave solutions. Without loss of generality we may take the
direction of propagation to be along the z axis, and in that case the plane wave solution
takes the form

h, h, 0
hiTjT(t,z) = (hX ~h, O) cos[w(t — z)]. (1.26)
0o 0 o,
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Figure 1.7: Representative noise amplitude spectral density curves for the Hanford (H1)
LIGO detector during the first observing run (O1) (Sigg, 2016) and second half of the third
observing run (O3b) (Goetz, 2021).

The h, and h, are the amplitudes of the “plus” and “cross” polarisations, so called be-
cause of their effect on a ring of freely-falling test masses in the plane transverse to
propagation.

1.6.2 | Ground-based gravitational wave detectors

The GW-focused parts of this thesis are concerned with the analysis of data taken by
ground-based laser interferometric gravitational wave detectors, particularly the LIGO
detectors. The LIGO collaboration operates two detectors, located in Hanford, Wash-
ington (H1) and Livingston, Louisiana (L1) in the United States of America. Both are
dual-recycled Fabry-Pérot Michelson interferometers with two 4 km arms (Buikema et
al., 2020). The passage of a gravitational wave through the detector causes a differential
change in the length of the two arms, which is ultimately converted into an estimate of
the dimensionless strain /i(t) = AL/L (Sun et al., 2020b).

The era of Advanced LIGO began in earnest with the first Observing Run (O1), which
ran from September 2015 to January 2016 (Abbott et al., 2016a). Subsequently there have
been two more complete observing runs — O2 ran from November 2016 to August 2017
(Abbott et al., 2021c), and O3 ran from April 2019 to March 2020, divided into O3a and
O3b (Abbott et al., 2023b). The fourth observing run is ongoing at the time of writing.
The sensitivity of the detectors has steadily improved over this period — Figure 1.7 shows
a comparison of the noise amplitude spectral density (ASD) between O1 and O3b in the
Hanford detector. In the most sensitive frequency range of the O3b noise curve, around
250 Hz, the ASD is smaller in O3b by a factor of approximately 1.7.
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Besides LIGO, there are three other active ground-based interferometric detectors:
Virgo, located near Pisa, Italy (Acernese et al., 2015); the Kamioka Gravitational Wave
Detector (KAGRA) located near Toyama, Japan (Kagra Collaboration et al., 2019); and
GEO600 located near Hannover, Germany (Liick and GEO600 Team, 1997). While we
do not use data from these detectors in this work, the LIGO, Virgo and KAGRA collabo-
rations together operate as a global gravitational wave detection network (Brady et al.,
2022).

1.7 | Continuous gravitational waves

Broadly speaking, gravitational wave signals can be divided into four quadrants, accord-
ing to whether they are short-duration or long-duration, and modelled or unmodelled.
To date, all direct detections of gravitational waves fall into the short-duration, mod-
elled quadrant — these are compact binary coalescence signals, produced by final stage
of inspiral and subsequent merger of neutron stars and black holes (Abbott et al., 2016b;
Abbott et al., 2017b; Abbott et al., 2023a). These signals are typically in the frequency
band accessible to ground-based detectors (roughly 20 Hz-4 kHz) for a minute or less,
and the form of the signal can be predicted with high accuracy using a combination of
numerical relativity and post-Newtonian approximations (Blanchet, 2014).

In this thesis, we will be concerned with the (long-duration, modelled) quadrant —
commonly referred to as “continuous wave” (CW) signals. These signals are typically
assumed to last for timescales much longer than the timespan of any given dataset, i.e.
approximately one year'?, and the form of the signal is, to a first approximation, excep-
tionally simple: it is essentially a sinusoid with near-constant frequency.

1.71 | Producing continuous gravitational waves

There are multiple physical mechanisms which may produce detectable CW signals,
from the (relatively) mundane to the exotic. In the LIGO frequency band, the most mun-
dane (and so in some sense the most promising) mechanisms rely on neutron stars to
provide the necessary contribution to T,,.

The simplest mechanism by which a neutron star might generate continuous gravi-
tational radiation is via a “mountain” — a non-axisymmetric mass distribution on the
neutron star surface. Such a mountain may be formed in a variety of ways, depending
on the history of the star. A neutron star which is accreting material from a compan-
ion will funnel this matter towards the magnetic poles, creating a mountain of accreted
material (Melatos and Payne, 2005; Priymak et al., 2011; Barboza Rossetto et al., 2024)
or producing temperature gradients which deform the crust (Bildsten, 1998; Ushomirsky
et al., 2000; Hutchins and Jones, 2023). In the isolated case, mountains may arise due to
deformations of the crust as the neutron star cools and spins down (Fattoyev et al., 2018;
Kerin and Melatos, 2022; Gangwar and Jones, 2024), or from strains due to the magnetic
field (Palomba, 2001; Ioka, 2001; Lasky and Melatos, 2013). The mountain size is typically

?Signals which are transient on timescales ~ hours—months are also considered in some analyses and
are generally categorised as CW signals (e.g. Abbott et al., 2019b; Abbott et al., 2022a), but they are not
the focus of this thesis.
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characterised by the ellipticity €, given by

I, -1
€= |""I—”| (1.27)

zz

where I, is the moment of inertia about the axis of rotation (assumed to be one of the
principal axes), and I, and I, are the moments of inertia about the other two principal
axes. The strain amplitude is then given by (Jaranowski et al., 1998)

41°Gel,, fir
b = 2zJGW 1.28
0 C4d ( )
I i\ f 2
- 1.1 10‘26( € )( z )( ) ( Gw ) 1.29
8 106 )\10% kgm? )\ 1kpc/ \100Hz (1.29)

where h, ~ |h N /X| and fow = 2f, is the frequency of the emitted gravitational radiation
and d is the distance to the source.

Another commonly considered mechanism for CW generation is emission via r-modes.
These are fluid oscillation modes which may be excited in the interior of the neutron star,
and produce CW radiation via a mass current quadrupole (Arras et al., 2003; Santiago-
Prieto et al.,, 2012). These r-modes are of particular interest because they are unstable to
the emission of gravitational waves (Andersson, 1998; Owen et al., 1998; Caride et al.,
2019). The frequency of the CW signal is equal to approximately 4/3 the rotation fre-
quency of the star, although the exact proportionality depends on the properties of the
neutron star interior. For a fiducial neutron star model, the strain amplitude is given by

(Owen, 2010)
26 & d \" Jow ’
o = 3.6 10 (10—3)(1kpc) (1OOHZ) ’ (130

where «a is the dimensionless r-mode amplitude.

Apart from neutron stars, the other source of CW emission in the LIGO band which is
commonly considered is from ultralight boson clouds around black holes. Such ultralight
bosons are not known to exist, but have been proposed as a component of the dark
matter in the Universe (Preskill et al., 1983). If they do exist, they can be produced in
large numbers around black holes via superradiance (Zel’Dovich, 1971; Starobinskii, 1973;
Arvanitaki et al., 2010), after which they subsequently produce continuous gravitational
radiation. The radiation is produced either by direct annihilation of the bosons into
gravitons or via transitions between energy levels around the black hole, in close analogy
with electromagnetic radiation due to electronic transitions observed in conventional
atoms (Brito et al., 2015; Sun et al., 2020a; Abbott et al., 2022¢).

1.7.2 | Detecting continuous gravitational waves

The basic signal model for CW detection is very similar to that used in pulsar timing, as
discussed in Section 1.2.2. In the source frame, the phase of the signal is again described
by a Taylor series about a reference time f, (see equation 1.4), and the transformation
into the detector frame introduces corrections which depend on various extrinsic factors,
such as sky position and possible binary motion. However, unlike the pulsar timing case
where we have highly precise but sparse measurements of the phase in the form of times
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of arrival, in the CW case we are faced with a continuous stream of data containing
a weak sinusoidal signal buried in the noise. Despite the variety of mechanisms for
generating CW signals discussed in the previous section, the ultimate form of the signal
is not essentially different (except that in some cases signal power may be present at
more than one harmonic of the rotation frequency), and so most detection strategies
are quite agnostic with respect to the underlying mechanism. Here we will focus on a
matched-filtering approach introduced by Jaranowski et al. (1998), which is the basis for
the search carried out in Chapter 6.
We assume the detector data x(t) is a linear combination of Gaussian noise 7(t) and
the signal
h(t) = AFh,(t), (1.31)

where y = {1, 2, 3, 4} and the repeated index is summed over. The A¥ are the “amplitude
parameters”, time-independent numbers depending on the geometry of the system, the
strain amplitude h,, and the initial phase @,. The h,,(f) are schematically of the form

() ~ a,(t) sin O(t), (1.32)

where a,(t) is a slowly-varying function which describes the detector response to the
incoming wave and ®(t) is the signal phase in the detector frame. The full forms of these
terms can be found in Jaranowski et al. (1998). The log likelihood function is then given
by the usual matched-filtering likelihood

1 1
InA = (x|h) - §<h|h> = A¥(x|h,) - EA"(thV)Av, (1.33)
where the inner product (x|y) is defined as

B > x(fwi) 2 (7
(xly)—éﬂ%JO df 5.0 ~Sh(f0)J;dtx(t)y(t) (1.34)

where the approximate equality holds in the case that the frequency content of x(t) and
y(t) is contained in a sufficiently narrow band around a central frequency f; that the
one-sided noise PSD S;,(f) can be taken as constant.

The decomposition of the signal into the form in equation (1.31) turns out to be conve-
nient because it is possible to analytically maximize the likelihood function over the A¥,
which are typically not of significant physical interest. This partially-maximized likeli-
hood is referred to as the F -statistic (Jaranowski et al., 1998). It is also possible to instead
treat the problem in a Bayesian framework and marginalise over the amplitude param-
eters using a physically motivated prior — this leads instead to the so-called B-statistic,
although this is rarely used in preference to the F -statistic because it is significantly
more computationally expensive to calculate (Prix and Krishnan, 2009; Whelan et al.,
2014). After eliminating the amplitude parameters by maximisation or marginalisation,
there are 3 + s parameters which must be chosen — two to specify the sky position, fgy,
and the first s time derivatives of fgy (similarly to the pulsar timing case, s is frequently
one and rarely larger than two)™. If these parameters are not known a priori with high

“If binary motion is relevant then extra parameters are needed, but in this thesis we will not be con-
cerned with this complication.
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precision then they must be explicitly searched over, by constructing a template bank
which contains many different choices of the unconstrained parameters, and evaluating
the detection statistic for each choice.

Thus far, the signal model has been coherent — for a given choice of signal parame-
ters, the signal phase @(t) is continuous and deterministic for the duration of the data set.
While this approach is highly sensitive, it is also typically computationally prohibitive
unless the signal parameters are extremely well constrained — the required number of
distinct choices of signal parameters (“templates”) needed to cover a region of param-
eter space grows quickly with the observing timespan, and for the typical timespans
of months—years a fully coherent approach is restricted to targets where the parameter
space is very small, e.g. searches for CW emission from known pulsars with electromag-
netically derived ephemerides (Abbott et al., 2022h). In order to render broader searches
tractable, a semicoherent approach is often adopted instead. There are a wide variety of
semicoherent approaches, but the essential common idea is to divide up the data to be
analysed into smaller segments, analyse these segments coherently, and then combine
the results of the coherent subanalyses. This approach trades sensitivity for reduced
computational cost. The sensitivity of a semicoherent search scales like (TObSTcoh)_l/ 4
where T, is the total observing time and T, is the length of the coherent segments,
compared to T5,/? for a fully coherent analysis (Krishnan et al., 2004)**. However, the
scaling of the required number of templates is significantly reduced from T}, with n ~ 5
to N :;ngoh where Nyeg = Tops/Tcon is the number of coherent segments and m ~ 2 (Prix
and Shaltev, 2012; Wette et al., 2018).

Semicoherent searches can also offer an additional benefit over fully coherent searches:
flexibility in the face of deviations from a canonical signal model. By dividing the data
into segments which are analysed separately and then combining the results, one gains
the freedom to stitch together the results from a series of templates which are not iden-
tical in one or more parameters, thereby greatly expanding the family of signal models
under consideration. Most often this is done by allowing the template frequency to
change between timesteps — this is the idea between the various hidden Markov model-
based searches which have been developed to efficiently explore signal models which
include a degree of stochastic frequency evolution, as discussed further in Section 1.9.

1.7.3 | Searches for continuous waves

Since the first continuous wave searches on data from ground-based interferometers,
approximately 300 searches have been published with a wide variety of techniques, data
sets, and targets. A comprehensive survey of the history of this endeavour is beyond
the scope of this thesis; for recent reviews see Piccinni (2022), Riles (2023), and Wette
(2023). Here we aim only to give a brief overview of the landscape.

Continuous wave searches are typically divided into three broad categories, according
to strategy: targeted, directed, and all-sky.

« Targeted searches look for emission from sources already observed as electro-
magnetic pulsars, and make the assumption that the continuous wave emission

“Strictly speaking this scaling applies in the limit where the probability of false alarm is chosen to be
small and the number of coherent segments is large — see Wette (2012).
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is phase-locked to the electromagnetic emission, up to an overall factor depend-
ing on the assumed CW emission mechanism (e.g. for emission by a mountain the
CW phase is twice the EM phase) (Abbott et al., 2010; Nieder et al., 2019; Abbott
et al., 2022h). Because the covered parameter space is esssentially a single point
for each target in these searches, they are both computationally cheap and highly
sensitive, but of course the strong assumptions made in these searches may well
not be satisfied in reality. Certain searches relax this assumption of phase locking
somewhat, allowing for the frequency of the signal to deviate from the electromag-
netically inferred value within a small range — these are referred to as narrowband
searches (Abbott et al., 2019b; Ashok et al., 2021; Abbott et al., 2022a).

Directed searches aim to detect emission from a neutron star but do not use an
electromagnetically measured ephemeris. Most often this is because the target is
a known (or assumed) neutron star which is not observed as a pulsar — typical
targets are supernova remnants assumed to contain a young neutron star, or low-
mass X-ray binaries where the compact object is likely to be a neutron star (see e.g.
Wette et al., 2008; Whelan et al., 2015; Beniwal et al., 2021; Abbott et al., 2022f; Ab-
bott et al., 2022¢). As there is no direct information available on the neutron star’s
spin frequency, these searches are necessarily broad-band, and frequently must
cover a non-trivial volume in spin-down and/or binary orbit parameter space (Ab-
bott et al., 2022¢; Abbott et al., 2022f). Directed searches also encompass searches
which do not target a particular putative neutron star, but “interesting” sky re-
gions where there may be a population of neutron stars, for example globular
clusters or the galactic center, both of which are very dense stellar environments
which are expected to host significant populations of fast-spinning neutron stars
(Aasi et al., 2013; Abbott et al., 2017a; Dergachev et al., 2019; Piccinni et al., 2020).

All-sky searches, as the name suggests, are the most “uninformed” searches — they
aim to find CW emission from unknown neutron stars which could be located any-
where on the sky. As with directed searches, these searches are typically broad-
band (although not always, see Wette et al., 2021 for an example of a narrowband
all-sky search), and may or may not include a search over binary orbital param-
eters in addition to frequency and spin-down (Abbott et al., 2008a; Abbott et al.,
2022b; Abbott et al., 2021b; Dergachev and Papa, 2021; Dergachev and Papa, 2023).
These searches are typically extremely computationally intensive, and relatively
insensitive in terms of the limits placed on the characteristic strain. However, only
a small fraction of the neutron stars in our galaxy are visible as pulsars, LMXBs,
etc., (Sartore et al., 2010) and even with reduced sensitivity compared to more
informed searches, it is valuable to perform all-sky searches which allow for sen-
sitivity to the rest of the galactic population, particularly those unseen neutron
stars which may be close by.

Within each of these categories a wide variety of approaches have been developed
over the years, both in the tools used for analysis and in the choices made regarding
the signal model and parameter space covered. Table 1.2 lists a cross-section of searches
among the three categories described above, focussing on recent searches and those
using hidden Markov models and the Viterbi algorithm (see Section 1.9).
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1.8 | Hidden Markov models

Hidden Markov models (HMMs) provide a framework for analysing systems where the
evolution of the system is memoryless (Markovian), and our observations of the system
yield probability distributions over the system state, rather than direct knowledge of its
state (the state is hidden). In this section we will introduce the formalism surrounding
HMMs in detail, and discuss their application to two problems which are to be discussed
in the rest of this thesis: the detection and characterisation of pulsar glitches, and the
detection of continuous gravitational waves.

1.8.1 | Formalism
Formally, an HMM consists of the following components:

« A set of possible hidden states Q = {q,, 45, ..., qNQ}. In our case Q will always be
finite — extensions to continuous Q are possible but not used here.

« A set of discretized timesteps 7 = {to,t;,...,ty,}. Observations are made at
ti,.--,tn,- The timestep £, is a special timestep which occurs before any mea-
surement is made.

« A set of possible observations O. There is little restriction on O — it may be finite
or infinite, discrete or continuous.

« A transition probability function
A(qi, g5 1) = Pr[q(teer) = g | q(ti) = q;]. (1.35)
This function is not always an explicit function of t;.

« An emission likelihood function
L(o,g;;ty) = Prq(ty) = g; | o(ty) = o]. (1.36)
« A prior distribution on the hidden states

I[1(q;) = Prq(t,) = q:]- (1.37)

1.8.2 | Inference

A particular realisation of a HMM yields a sequence of observations O = [o(t;), 0(t,), ..., 0(tn;,)].
The probability of sequence of hidden states Q = [q(t,), 4(t1), q(t>), ..., q(tn,)] given the
observed sequence O is denoted Pr(Q | O) and is given by

Np
Pr(Q | 0) = THq(to)] | |Llo(t,), a(t,) tlAla(t,), q(tur)ital:  (138)

A natural question is: what is the most likely sequence of hidden states,

Q = m(glx Pr(Q [ 0)? (1.39)
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At first blush this seems a daunting task — the space of possible hidden state sequences
is exponentially large, ~ (N, Q)NT. However, the Markovian structure allows for an ex-
tremely efficient exploration of this space, using the Viterbi algorithm (Viterbi, 1967;
Rabiner, 1989) — with this approach the overall computational complexity is reduced to
O(NtN é) The Viterbi algorithm has found widespread use in engineering and scien-
tific applications, from speech recognition (Vargas et al., 2001) to genomics (Antonov
and Borodovsky, 2010) to telecommunications (Hayes, 2002). In particular, it has found
application in gravitational wave astronomy (Suvorova et al., 2016; Bayley et al., 2019),
and in Section 1.9 we discuss the use of HMMs and the Viterbi algorithm in searches for
continuous gravitational waves.

A related question which arises in HMM analyses is this: how well does a given model
describe a set of observations? That is, what is Pr(O | M) where M is a prescribed
HMM? As in the case of finding Q7, the Markovian property makes this apparently dif-
ficult question computationally feasible to answer, with the use of the so-called forward
algorithm (Rabiner, 1989). While the value of Pr(O | M) is not meaningful in isolation, if
we wish to compare models against one another then the ratio Pr(O | M;)/ Pr(O | M,),
known as the Bayes factor, can be used to evaluate the degree to which one model is
favoured over another. This approach to model selection is employed in this thesis in
conjunction with a HMM-based pulsar timing framework to perform automated pulsar
glitch detection (Melatos et al., 2020), and this application is described in more detail in
Section 1.10.

Finally, rather than enquiring about the most likely sequence of states, we may wish
to know about the probability of any particular state at a particular timestep, given all
the data:

Va,(ta) = Prlq(t,) = g; | O]. (1.40)
Once again an efficient algorithm is known to compute this quantity, known as the
forward-backward algorithm. As the name suggests, it is an extension of the forward
algorithm mentioned above as a means of calculating Pr(O | M).

1.9 | Hidden Markov models and continuous waves

1.9.1 | The need for hidden Markov models in CW searches

In Section 1.7.2, we introduced the signal model for CW searches as being described
by a simple Taylor series, akin to that used in traditional pulsar timing (Equation 1.4).
Unfortunately, this is not the whole story — we may well expect that just as timing
noise adds an additional stochastic component to the phase evolution in the context of
radio pulsar timing, similar phenomena may affect a CW signal from a neutron star.
Most directly, we might anticipate the need to incorporate a timing noise component
precisely because we observe timing noise in electromagnetic timing observations — if
the CW emission is due, for example, to a mountain on the neutron star crust, then the
EM and CW emission can be expected to be “locked” to each other, as the EM emission
is typically supposed to be tied to the crust by virtue of its high conductivity locking
the magnetic field in place. Thus observation of timing noise in EM timing data strongly
suggests the possibility of the same phenomenon in the CW signal. Conversely, the CW-
emitting component may not be locked precisely to the crust, and so even if timing noise
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is not observed at a high level in the electromagnetic timing data, wandering may still
occur in the CW component.

Given the presence of an extra unknown component in the CW signal phase, one pos-
sible approach is to attempt to track the underlying signal evolution — adopt a model
where some aspect of the unknown signal component (e.g. the frequency) is chang-
ing stochastically, and try to estimate its evolution based on the observations and some
assumptions about the nature of the stochastic process. This is precisely the kind of
problem to which a hidden Markov model is adapted, as long as the underlying stochas-
tic process can be reasonably approximated as Markovian. In the next section we discuss
the implementation of HMMs in the CW context in more detail, but first we turn to mo-
tivations for including stochasticity in our signal models beyond intrinsic timing noise.

Timing noise as discussed elsewhere in this thesis refers to a process which is not
externally driven, but rather arises from some process which is intrinsic to the neutron
star. For the purposes of CW searches, the typical magnitude of timing noise observed
in non-interacting electromagnetic pulsars (i.e. those not accreting from a binary com-
panion) is relatively small, and may not lead to more than a negligible loss in sensitivity
(Jones, 2004). However, accreting neutron stars are some of the most promising poten-
tial sources for CW emission (see Section 1.7.1), and so it is well worth considering the
potential for stochastic evolution in this case also. Although internal timing noise may
well be at work in these objects just as it is in non-interacting neutron stars, the external
torque due to accretion provides a potentially powerful driver of stochastic behaviour.
The structure of the accretion flow is likely to be highly complex and observations of
X-ray flux variability as well as direct timing measurements suggest that it is variable
on timescales of order days (Bildsten et al., 1997; Mukherjee et al., 2018; Patruno and
Watts, 2021; Melatos et al., 2023). Compared to the coherence timescales implied for
intrinsic timing noise which are of order months to years — comparable to the length of
the data sets being analysed — this much shorter timescale provides a strong motivation
for allowing for stochastic wandering in our analyse. It was searches for these accreting
systems which motivated the initial development of HMMs in the CW context (Suvorova
et al.,, 2016).

So far the motivation for adopting a HMM-based analysis has been focused on the
expectation of a complex noise process in the true underlying signal. However, the flex-
ibility and efficiency afforded by this approach can be useful even when no such process
is present. As discussed in Section 1.7.2, in cases where a large region of parameter space
is to be covered, a template bank is constructed, containing many templates at different
points of parameter space. The density of templates required depends on how quickly
the signal-to-noise ratio degrades as the difference between the template and the true
signal parameters is increased. By incorporating a “stochastic” component into the sig-
nal model and tracking it efficiently, HMM-based approaches can effectively accomodate
larger deviations between template and true signal parameters before significant loss of
SNR — the “extra” phase contribution due to the parameter mismatch is absorbed into
the nominally “stochastic” wandering tracked in the HMM. An extreme example of this
is the SOAP pipeline, which tracks the frequency evolution over very short timesteps,
typically 30 minutes (Bayley et al., 2019), which allows it to accomodate a very wide
range of signal models with very few templates. In particular it is able to directly track
the Doppler modulation due to the Earth’s motion, and thus functions as computation-
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ally cheap all-sky search (albeit with poorer sensitivity than other pipelines). Another
example is a HMM-based search for a signal from the postmerger remnant of the bi-
nary neutron star merger GW170817, for which one expects a signal which is so rapidly
decreasing in frequency that coherent timesteps of just 1 s are needed (Sun et al., 2019;
Abbott et al.,, 2019a). A less extreme case is presented in Chapter 6, which presents a
HMM-based search for unknown neutron stars in five globular clusters. In this appli-
cation a template bank was required to cover both sky position and spindown rate, and
the choice of timestep size was primarily driven by the effect on required template den-
sity, not the expected stochastic wandering. Of course, in these cases where managing
computational cost is the main motivation, a truly stochastic component can still be
accommodated in addition to the contribution from template mismatch. Other semico-
herent techniques maintain some sensitivity to stochastic signal behaviour relative to a
fully coherent approach even if the stochasticity is not explicitly included in the signal
model, but still suffer relative to an HMM-based approach in the face of significant spin
wandering (Carlin and Melatos, submitted).

1.9.2 | Implementing hidden Markov models in the CW context

In almost all HMM-based CW searches, the stochastic component is tracked by allowing
the frequency of the signal to wander in a stepwise fashion. In the language set out in
Section 1.8.1, we thus make the following identifications:

« The hidden states Q are the frequencies, evenly spaced within some band Af.
« The timesteps are evenly spaced over the total timespan to be analysed.

« The set of possible observations O consists of all possible realisations of the detec-
tor data over one timestep, and the sequence of measured observations O is the
sequence of detector data streams, broken up according to the timestep bound-
aries, which are pre-determined.

« The emission likelihood function is some kind of matched filter (e.g. the F -statistic),
computed on each coherent segment, and with all parameters fixed except fre-
quency.

« The transition matrix is most often taken as a simple random walk:
1
Algs, qf) T3 (6‘11'—1"11' + 6‘11"‘11‘ * 6qi+1:qi) : (1.41)

- The prior is taken as uniform over all frequencies, I1(q;) = Ng'.

In Section 1.8.2 we introduced the notion of the most likely sequence of states Q"
(Equation 1.39), which we refer to as a “path”, conditional on the observed data O. Recall
that the Viterbi algorithm can be used to efficiently determine Q*. In practice, we are
typically not interested in only the overall most likely path, but the family of most likely
paths conditioned on the path ending in a given frequency bin, i.e.

Q'(f) = mgxPr[Q |0, q(ty,) = f]- (1.42)
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Each path has an associated likelihood £(f) = Pr[Q"(f) | O], and it is these likelihoods
which are used to determine the significance of a detection®’.

The framework presented here is the base case where only the frequency is tracked.
Extensions to a more complicated HMM structure are possible, e.g. an augmented emis-
sion likelihood which includes the possibility of emission at both once and twice the
spin frequency of the star (Sun and Melatos, 2019), or an augmented hidden state space
and transition matrix which tracks both the frequency and its first time derivative (Sun
et al.,, 2018) or the frequency and phase (Melatos et al., 2021) of the CW signal. The
phase-tracking HMM implementation is used in Chapter 6 of this thesis to carry out a
search for CW emission from unknown neutron stars in five globular clusters.

1.10 | Hidden Markov models and pulsar timing

1.10.1 | The need for HMMs in pulsar timing

In contrast to the application of HMMs to continuous wave searches, where the aim
is detection of a faint signal, in applying HMMs to pulsar timing our aim is wholly
to say something about the evolution of the signal. The primary motivation for the
HMM pulsar timing framework discussed here is glitch detection (Melatos et al., 2020).
Fundamentally this is a question of model selection — is a model with a glitch preferred
over a model without? By how much? An important facet of this question is what the
“without” model includes. Apart from the effects of barycentring and the spin-down
behaviour, which we assume are well-modeled by a standard phase model derived from
e.g. TEMPO2, the dominant effect on the pulsar phase is timing noise. In the HMM
framework, timing noise is modeled as a dynamical stochastic process which perturbs
the spin state of the pulsar, and a “timing noise only” model is a natural base model
against which models including a glitch can be compared. Glitches are also naturally
interpreted as a change in the dynamical model of the spin state, and thus the whole
enterprise of glitch detection in this framework amounts to choosing a model for the
spin state evolution. As discussed in the remainder of this section, HMMs provide a
convenient computational framework for choosing between models in this way.

1.10.2 | Implementing hidden Markov models for pulsar timing

Rather than tracking only the frequency, as in the typical CW case, for the purposes of
pulsar timing we simultaneously track both the frequency and frequency derivative, still
allowing them to change in a stepwise manner between timesteps. In this case, again
following the discussion in Section 1.8.1, the various HMM components are as follows:

« The timesteps are taken to be the gaps between consecutive barycentred ToA mea-
surements. A generic gap between two ToAs is denoted by z.

« The hidden states Q are tuples (v, v) of pulsar frequencies and frequency deriva-
tives. In particular (v, V) specify a deviation away from a secular model for the

“The exact method used to determine significance varies between searches, and we will not cover the
range of options here. For the determination of detection significance in the CW search performed as part
of this thesis, see Section 6.4.1
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evolution of the pulsar spin parameters which is least-squares fit with e.g. TEMPO2.
That is, the pulsar frequency evolves as

v(t) =g+ v+ (s +V)(E—t,), (1.43)

where the LS-subscripted quantities are the values obtained from the least-squares
fit and ¢, is a reference epoch.

The set of possible observations O is all possible gaps between consecutive ToAs
(i.e. the positive reals), and the sequence of measured observations O = [z;,z,, ..., Zry, ]
in a given realisation is simply the sequence of gaps between the measured ToAs.

The emission likelihood is a von Mises distribution:

Pr(z | v, ) = 2K C;;S(f)w(zm

where ¢(z) is the total phase accumulated (in units of cycles) over the ToA gap
of length z, and « is the “concentration”, a parameter which controls how sharply
peaked the distribution is. The distribution peaks when ¢(t) is an integer, i.e. a
whole number of turns have elapsed during the gap between the two ToAs con-
stituting the gap.

, (1.44)

The transition matrix is more complex than the CW case, and is derived from
an assumed underlying stochastic process driving the evolution of (v, v). In the
applications presented in this thesis the assumption is that the stochastic evolution
is driven by a white noise term in ¥, viz.

d*v
el (1), (1.45)
(&(t)) =0, (1.46)
(E(EW)) = 0?8(t — 1), (1.47)

where o is a parameter which controls the strength of the noise term. A noise
process of this kind implies a transition matrix which is a multivariate Gaussian:

1 1
Agi, 955 tx) = Nor TS exp[—(q; — ) 27 (q; — p)], (1.48)

where ¥ is the covariance matrix and has components

Y, =0°2/3 (1.49)

Y, =2, =0°2/2 (1.50)
Y,, =0z (1.51)

(1.52)

and p is the initial state g; = (v}, ;) after propagation to the next timestep under
the assumption of pure secular evolution, i.e.
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This is only one possible choice of noise model, used frequently but not exclusively
throughout this thesis.

This transition matrix does not include the possibility of a glitch. In a model where
a glitch occurs during a particular timestep, the transition matrix is modified to be

1
A(q;, q;5t) = N_@(Vi = V), (1.54)
G
i.e. it is uniform with support for all final states which have frequency larger
than the expected frequency under secular evolution — ©(x) is the Heaviside step
function which is 1 if v; > v, and 0 otherwise, and N is a normalising constant.

« Asin the CW case, the prior is taken to be uniform over the set of hidden states,
I1(g;) =N (_21-

The inference process is somewhat different from the CW case discussed in Section
1.9. Before making any estimate of the evolution of the hidden state, we select between
models of the hidden state evolution. Our base model, denoted M,, is the model under
which the evolution is driven wholly by the timing noise process, and thus the transition
matrix is always given by equation (1.48). This model is then compared against a family
of models M, (k), wherein the evolution is driven by timing noise except in the kth
timestep, during which a glitch occurs and the transition matrix is given by equation
(1.54). Comparison proceeds via a Bayes factor calculation,

_ Pr[O | M, (k)]

Ky (k) = PO Mc] (1.55)

where the numerator and denominator are computed using the forward algorithm (see
Section 1.8.2). If any of the K; (k) exceed a pre-defined threshold K,, we say that we
have a glitch candidate. Multiple glitches are handled via a greedy procedure — if a
glitch candidate is found, we take k" = arg max, K, (k) and then compute

_ Pr[O | M, (k, k)]
T Pr[O] My(k)]

K (k, k%) (1.56)

where M, (k, k,) is the model in which the transition matrix is given by equation (1.54)
during the timesteps indexed by both k; and k,. If again a glitch candidate is found
[K,(k, k™) > Ky, for at least one k], searches for further glitches proceed analogously.
The procedure terminates when none of the Bayes factors exceed Ky,.

Once amodel has been selected, we wish to estimate the evolution of the hidden states,
in order to be able to extract estimates of the glitch parameters. While we could do this
via the Viterbi algorithm, as was done in the CW context, for this application we adopt
a different approach and estimate the full posterior distribution over the hidden states
at each timestep,

Yai(ts) = Prlq(t,) = 9,1 O, M]. (1.57)

This is done using the forward-backward algorithm, an extension of the forward algo-
rithm used to compute the Bayes factors in the model selection step (Rabiner, 1989).
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1.11 | Thesis outline

The remainder of the thesis is structured as follows.

« Chapter 2 describes a potential pitfall which arises in pulsar timing experiments
where the observations of a pulsar are strongly periodic and can lead to mises-
timation of glitch parameters. We consider the issue in general terms, and show
that traditional timing methods are biased towards recovering small glitch sizes,
while the HMM-based approach is not biased but may also fail to recover the cor-
rect glitch size. We also show that the previously quoted magnitude of a glitch in
PSR J1709-4429 is wrong by a factor of approximately 50.

« Chapter 3 presents a search for previously undetected glitches in the first UT-
MOST data release (Lower et al., 2020), using the HMM glitch detector described
in Section 1.10. No new glitches are detected, and systematic upper limits are set
on the size of missed glitches for each of the 282 pulsars searched.

« Chapter 4 describes the analysis of 24 years of observations of the Vela pulsar at
the Mount Pleasant observatory using the HMM glitch detector, and the discovery
of anew small glitch which occurred in January 1992. Asin Chapter 3, upper limits
are set on the size of missing glitches in this dataset.

« Chapter 5 presents initial results from the pulsar timing programme undertaken
as part of the UTMOST-NS project. We give an overview of the programme as a
whole, and discuss specific results pertaining to timing noise across the sample, the
presence and measurability of second frequency derivatives (i.e. braking indices),
and glitches.

« Chapter 6 presents a search for continuous gravitational wave emission from un-
known neutron stars in five Galactic globular clusters, using a phase-tracking hid-
den Markov model and data from LIGO’s third observing run. No significant can-
didates are found, and we estimate the sensitivity of the search in terms of both
strain amplitude and the ellipticity of a putative source. This search represents the
first instance of the phase-tracking HMM method being used in a full astrophysical
search.

« Chapter 7 summarises the work presented in the thesis and discusses potential
avenues for future developments.
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Effects of periodicity in observation
scheduling on parameter estimation of
pulsar glitches

This chapter is a reproduction of Dunn et al. (2021a), Monthly Notices of the Royal Astro-
nomical Society 504.3, pp. 3399-3411.

Abstract

In certain pulsar timing experiments, where observations are scheduled approximately
periodically (e.g. daily), timing models with significantly different frequencies (includ-
ing but not limited to glitch models with different frequency increments) return near-
equivalent timing residuals. The average scheduling aperiodicity divided by the phase
error due to time-of-arrival uncertainties is a useful indicator of when the degeneracy
is important. Synthetic data are used to explore the effect of this degeneracy systemati-
cally. It is found that phase-coherent TEMPO2 or TEMPONEST-based approaches are biased
sometimes toward reporting small glitch sizes regardless of the true glitch size. Local es-
timates of the spin frequency alleviate this bias. A hidden Markov model is free from bias
towards small glitches and announces explicitly the existence of multiple glitch solutions
but sometimes fails to recover the correct glitch size. Two glitches in the UTMOST pub-
lic data release are re-assessed, one in PSR J1709—4429 at MJD 58178 and the other in PSR
J1452—-6036 at MJD 58600. The estimated fractional frequency jump in PSR J1709-4429
is revised upward from Af/f = (54.6 + 1.0) x 10~° to Af/f = (2432.2+0.1) x 10’
with the aid of additional data from the Parkes radio telescope. We find that the available
UTMOST data for PSR J1452—6036 are consistent with Af/f = 270 x 10~ + N/(fT)
with N = 0,1, 2, where T = 1 sidereal day is the observation scheduling period. Data
from the Parkes radio telescope can be included, and the N = 0 case is selected unam-
biguously with a combined dataset.
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2.1 | Introduction

The long-term spin-down of a radio pulsar may occasionally be interrupted by a glitch:
an event in which the pulsar’s spin frequency suddenly increases. Glitches are typ-
ically recognised by their influence on the timing residuals (Espinoza et al., 2011; Yu
et al., 2013), which are the deviations between the expected and measured pulse times
of arrival (ToAs). The expected arrival times are predicted by a timing model, which
parametrizes both the intrinsic evolution of the rotational phase of the pulsar (frequency
and frequency derivatives, glitches) as well as astrometric effects (Roemer, Shapiro, and
Einstein delays, dispersion, position, proper motion, and parallax) (Lorimer and Kramer,
2004; Edwards et al., 2006).

To estimate the parameters of a glitch, a model of the effect of the glitch on the rota-
tional phase of the pulsar is assumed. A typical simple form based on a Taylor expansion
is (Lower et al., 2020)

Agy(t) = Ap + Af(t—t,) + %Af(t —t)? 4., (2.1)

where Ad,(t) denotes the extra phase accumulated in response to the glitch relative to a
no-glitch phase model. The free parameters here are f,, the glitch epoch; A¢, the perma-
nent jump in rotational phase due to unmodelled effects or an uncertain glitch epoch;
Af, the permanent jump in spin frequency; and Af, the permanent jump in the first
spin frequency derivative with respect to time. These parameters may be estimated in
the same way as other parameters in the pulsar timing model: through a least-squares fit
which minimizes the x* of the post-fit residuals (Hobbs et al., 2006). Alternatively they
may be estimated through Bayesian inference with a software package such as TEMPON-
EST (Lentati et al., 2014), which incorporates parameters describing the deterministic
timing model and noise sources and calculates a posterior probability distribution for
these parameters via nested sampling with MULTINEST (Feroz et al., 2009). When re-
porting glitch parameters estimated in this way, it is tacitly assumed that the x> of the
post-fit residuals has a unique minimum.

In this paper we explore the validity of the single-minimum assumption and the con-
sequences for glitch parameter estimation, when the scheduling of ToA measurements is
periodic. By periodic we mean that the gap between consecutive ToAs is approximately
equal to an integer multiple of some common period, e.g. if timing data are collected at
the same local sidereal time for each observation. The role of observational scheduling
on pulsar glitch measurement has received some attention previously. It is well under-
stood that a higher density of observations is advantageous when trying to detect and
characterise glitches (Wong et al., 2001; Dodson et al., 2002; Janssen and Stappers, 2006;
Ashton et al., 2019a; Basu et al., 2020), but quantitative statements along these lines
are rare, due to the large number of factors which may be considered. Espinoza et al.
(2014) pointed out that an infrequent observing cadence, combined with a jump in first
frequency derivative, can mask a glitch with sufficiently small permanent frequency
jumps. They gave a quantitative lower bound on the detectable permanent frequency
jump, Afi, = AT|Af|/2 where AT is the average time between observations. Simi-
larly, Shannon et al. (2016) noted in their analysis of PSR J0835—4510 that glitches with
Af smaller than 10~ Hz are indistinguishable from timing noise, using timing data with
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a monthly observing cadence. Melatos et al. (2020) showed that the ability of a hidden
Markov model (HMM) to detect glitches with Af = 10”° Hz in the presence of moderate
timing noise is diminished, if the time between observations exceeds ~ 10 days. In their
timing of the frequently glitching pulsar PSR J0537—6910, Marshall et al. (2004) employed
a strategy in which observations are spaced logarithmically, in order to keep phase un-
certainty below 0.1 cycles without expending an inordinate amount of observing time.
Finally, the Canadian Hydrogen Intensity Mapping Experiment (CHIME) collaboration
has recently noted that their determinations of the pulse frequency of newly discovered
pulsars may be in error by n/(1 sidereal day) where # is a small integer, due to the transit
nature of the instrument (Good et al., 2021). This is another manifestation of the under-
lying issue we explore here in detail. To our knowledge, the specific issue of the effect
of periodicity in observation scheduling on the estimation of glitch parameters has not
been considered previously.

The paper is structured as follows. In Section 2.2 we derive a practical condition for
when periodic scheduling leads to errors in estimating the spin frequency of the pulsar,
i.e. the time derivative of the phase to leading order in a Taylor expansion. We demon-
strate that the condition is satisfied in some existing pulsar timing datasets, leading to
a near-degeneracy between timing models with significantly different spin frequencies.
In Section 2.3 we specialise to the case of degeneracy between glitch models with differ-
ent permanent frequency jumps. In Section 2.4 we investigate how degeneracy in tim-
ing models affects specific glitch parameter estimation methods. Section 2.4.1 discusses
glitch parameter estimation with TEMpo2 (Hobbs et al., 2006), both in the context of
phase-coherent timing (Section 2.4.1) and local estimation of the pulsar’s spin frequency
(Section 2.4.1). Section 2.4.2 discusses glitch parameter estimation with TEMPONEST, and
Section 2.4.3 discusses an HMM-based approach (Melatos et al., 2020). Finally, in Sec-
tion 2.5 we discuss periodic scheduling in the context of the UTMOST public data release
(Lower et al., 2020).

2.2 | Phase ambiguity

In this section we explore a simple, non-glitch case in which there may be ambiguity
in the measurement of the evolution of the pulsar’s rotational phase. The ambiguity is
ultimately due to near-periodicity in the scheduling of the ToA measurements used to
determine the timing model parameters. The case without a glitch builds intuition for
the more general case with a glitch, which is discussed in Section 2.3.

2.2.1 | Quasiperiodic scheduling

We denote the measured ToAs by {t,,t,, ..., ty}, and consider the time gap between the
ith and (i + 1)th ToA, At; = t;,; —t;. We call a sequence of observations “periodic”, if
we have the following approximate equality for all i:

At, ~ n,T, (2.2)

where ; is an integer and T is a common, fundamental period independent of i.
Equation (2.2) expresses the periodicity condition intuitively as an approximate equal-
ity between the time gap between consecutive ToA measurements, At;, and an integer
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multiple of some common period T. However, it is more accurate to think of this con-
dition as a restriction on the fractional part of the factor which multiplies T in the exact
version of equation (2.2), which is not strictly an integer. That is, we have the exact
equality

At; = (n; + )T, (2.3)

where #; is an integer, and the remainder ¢; is a real number satisfying |¢;| < 0.5 by
construction.

2.2.2 | Phase error

In the limiting case of perfect periodicity, there is a choice of T for which we have €; = 0
for all i. The degeneracy is exact: any extra term in the timing model which contributes
an integer number of pulsar rotations over the time-scale T predicts ToAs which coincide
exactly with those measured, so timing models with and without such an extra term
cannot be distinguished. The simplest extra term is of the form

Apir) = (24)
where N is an integer. Equation (2.4) corresponds to a permanent change in the pulse
frequency of size Af = N/T.

The limiting case €; = 0 is special. We now allow ¢; # 0, start with the true phase
model ¢(t), and add a spurious term of the form equation (2.4). A term of this form
produces indistinguishable timing models for €; = 0, so one expects the degeneracy to
break slightly, when ¢; is small. The degeneracy can be quantified by asking: what is the
effect of the spurious phase term on the timing residuals, as a function of €;? In general
the total phase residual at the ith ToA is given by R; = ¢; — n;, where ¢ is the predicted
pulsar rotational phase at the ith ToA, and n; is the closest integer to ¢ (Taylor, 1992)
The phase residual contributed across a gap of length At; = (n; + ;)T by A¢(t) is given

by
o¢; = frac [Ap(At;)] = frac [%(ni + ei)T] = frac(N¢;), (2.5)

where frac(-) denotes the fractional part, and the last equality follows from the fact that
N and n; are both integers by construction, so their product has no fractional part. For
N = 1 we then simply have 6¢; = ;.

2.2.3 | Worked example

We illustrate the arguments of this section with an example drawn from a real dataset.
The UTMOST pulsar timing programme (Bailes et al., 2017) uses data taken at the Molon-
glo Observatory Synthesis Telescope, and has released public data for a large number of
pulsars (Lower et al., 2020). Here we consider the dataset released for PSR J1452—-6036,
consisting of 287 ToAs measured between July 2017 and July 2019. Our aim is to deter-
mine whether the observations of this pulsar are close enough to periodic that there is
ambiguity in the phase evolution of the pulsar. We therefore seek to determine the value
of T that minimises the average value of |¢;| as defined in equation (2.3). If there is a
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Figure 2.1: Mean fractional scheduling aperiodicity (|€;|) as a function of scheduling
quasiperiod T for the UTMOST observations of PSR J1452—-6036.

choice of T which makes |¢;| particularly small, then the phase residuals induced by a
phase term of the form in equation (2.4) will be correspondingly small.

Fig. 2.1 graphs the average of |¢;| as a function of T for this dataset. A sequence of
local minima is clearly visible, with the lowest value of (|€;|) occurring at T = 86158 s,
and (|¢;|) = 4 x 107>, We therefore expect that the magnitude of the timing residuals
induced by an extra phase term of the form A¢(t) = /(86158 s) will be ~ 4 x 1073

Once we know the magnitude of the residuals induced in a dataset due to a spurious
phase term of the form in equation (2.4), we can compare it against the magnitude of the
stochastic residuals due to ToA measurement error. The quoted uncertainties on the ToA
measurements in the PSR J1452—6036 data are typically 1 ms. The pulsar spins at roughly
6 Hz, so ToA uncertainties ~ 1 ms correspond to phase residuals 0,4 ~ 6x 107>, Hence
residuals induced by the extra phase term A¢(¢) are of the same order as the residuals
due to ToA measurement error. It is therefore reasonable to expect that the two sets
of timing residuals look similar, with and without A¢(t). Equivalently, we refer to the
indicative ratio

R = (l€|}/{0T0n)- (2.6)

If the condition R < 1 is satisfied, as it is in this example, we expect phase models with
and without the A¢(t) term to give similar residuals. This is demonstrated in Fig. 2.2,
where the top panel shows the timing residuals for the original UTMOST timing model
and the middle panel shows the timing residuals for a timing model with an extra phase
term A¢(t) = t/(86158 s) added. The bottom panel shows the difference between the
two sets of residuals. The difference is no more than a few milliseconds, of the same order
as the typical ToA error. After re-fitting the spin frequency, the new timing model has
a spin frequency 1.1605 x 107> Hz larger than the UTMOST timing model. Presented
with the top or bottom panel in Fig. 2.2, an analyst would have no reason to doubt
either timing model, even though they are different. We emphasise that in this case the
degeneracy between the two timing models does not involve glitches.
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Figure 2.2: Timing residuals for the UTMOST observations of PSR J1452-6036 be-
tween MJD 57955 and MJD 58600, using the UTMOST timing model (top), and a model
which matches the UTMOST timing model except for an overall frequency increment
of 1.1605 x 107> Hz (middle). The bottom panel shows the difference between the two
sets of residuals (error bars not shown). The uncertainty on the spin frequency reported
by TEMPO2 is 6 x 107'° Hz.




2.2.4 | Detecting residuals from frequency misestimation

If the frequency in the timing model is incorrect by a multiple of the inverse of the
scheduling period T, the induced phase residual across a given ToA gap is given by
equation (2.5). We may therefore seek to detect the “signal vector” S, the kth element of
which is the cumulative sum of the induced phase residuals up to and including the kth
ToA gap:

k
Se=)_ o¢; (2.7)
i=1

In the absence of any other sources of timing residuals, S is exactly what we expect to
see if the frequency is misestimated due to periodic observation scheduling. Successful
detection of this signal in the residuals enables disambiguation between timing models
which produce timing residuals which appear by eye to be indistinguishable.

Our treatment of this detection problem follows Levy (2008). Since we know precisely
the form of the expected signal, cross-correlating the vector S with the residuals R =
(R{,R,, ..., Ry) is an optimal means of detection if the noise in R is additive, white, and
gaussian. We assume that the noise has the covariance matrix C = diag(c, 07, ..., 05)
where 0; is the reported uncertainty on the ith ToA, measured in cycles. After calculating
the expected signal S according to equation (2.7), we may compute the cross-correlation
test statistic

y =R'C™'S (2.8)

and compare this test statistic to a threshold };, chosen to give a particular false alarm

rate Py,
Y = VSTCT1SQ ™ (Py,), (2.9)

where Q7! (x) is the inverse of

Q(x) du exp(-u’/2). (2.10)

)

The probability of detection P, for a given probablhty of false alarm Py, is then given by
Py=1- [\/sTc “1(P,) ] . (2.11)

This gives a quantitative estimate of the reliability of detecting the residuals caused by
misestimating the frequency when observations are periodically scheduled.

For concreteness, consider again the UTMOST dataset for PSR J1452-6036. We calcu-
late €; according to (2.3) assuming T = 86158 s, and subsequently calculate S assuming
N = 1. The latter quantity is the induced phase error signal due to the frequency in
the timing model being 1/(86158s) = 1.161 x 10~ Hz too large. For Py, fixed at 0.01,
we find Py = 0.98. Hence it is possible to reliably detect the presence of the signal S
due to an incorrect frequency measurement and therefore reject a timing model which
contains such a signal, if one is aware of the effect and has a sufficiently long stretch of
data. We caution that this is an idealised treatment which ignores the presence of other
noise sources (e.g. timing noise). If significant timing noise is present in the data, the
assumption of a diagonal noise covariance matrix breaks down, and a modified approach
is recommended. We note also that for all of the results presented in this section, N can
be either positive or negative — it makes no difference whether the spurious phase term
A¢(t) correponds to an increase or decrease in frequency.
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2.3 | Glitches

We now turn to the subject of degeneracy between glitch models. The idea is essentially
the same: under the conditions described in Section 2.2, certain glitch sizes are difficult
to distinguish from one another on the basis of ToA measurements, especially based
on visual inspection of the timing residuals. We begin by guiding the reader step-by-
step through a worked example based on simulated data in Section 2.3.1 in order to
illustrate the application of the key ideas. We then show in Section 2.3.2 that a jump in
the frequency derivative during a glitch does not affect the argument in Section 2.2 nor
the conclusions in the rest of the paper.

2.3.1 | Worked example

We examine a simulated dataset that is generated as follows. First, a timing model is
chosen. We choose to take as our starting point the timing model from the UTMOST data
release for PSR J1452—6036, in which a glitch was detected at MJD 58600.29 with Af =
1.745 x 107 Hz, A¢ = 0, and no reported Af or exponentially recovering component
(Lower et al., 2020). The timing model used to generate the simulated dataset matches the
timing model for PSR J1452—6036 from the UTMOST data release, except that the glitch
at MJD 58600.29 has size Af = 1.2106 x 10~° Hz instead. All other glitch parameters
are identical - there is no phase jump at the glitch epoch, change in frequency derivative,
or exponential recovery included in the simulated data. We wish to generate a set of
synthetic ToAs which are consistent with the chosen timing model. Starting with the
real PSR J1452—-6036 dataset used in Section 2.2, we use LIBSTEMPO' to generate a new set
of idealised ToAs. The synthetic ToAs begin as an exact copy of the PSR J1452—6036 ToAs
but are shifted slightly so that they show zero residuals when analysed with the chosen
timing model. White, gaussian noise is then added to each ToA at a level commensurate
with the reported uncertainty for that ToA. This synthetic dataset serves two purposes.
In the remainder of this section it is used to illustrate the principle that periodicity in
observation scheduling leads to a degeneracy between glitch models. In sections 2.4.1,
2.4.2,and 2.4.3 it is used to examine how glitch analyses with TEMPO2, TEMPONEST, or an
HMM-based approach may be confounded by this degeneracy between glitch models.

Fig. 2.3 compares two glitch models for the synthetic dataset described above. The
top panel of Fig. 2.3 shows the residuals for the true timing model (i.e. the chosen timing
model used in generating the synthetic dataset), while the bottom panel shows the resid-
uals for a timing model in which the glitch size is set to 510" Hz. Why 5x10~7 Hz? Be-
cause the true glitch size of 1.2107x10> Hz may be writtenas 1/(86158 s)+5x10~7 Hz,
and hence expresses the degeneracy noted in Section 2.2. The two sets of timing resid-
uals both appear white by eye. The root mean square (rms) residuals for the original
timing model with glitch size Af = 1.2107 x 107> Hz are 2729 ps, while the rms resid-
uals for the case with a glitch size of Af = 5x 1077 Hz are 2726 ps. That is, the residuals
are nearly equal, even though Af is approximately 24 times larger in the former model.
Note that in the glitch model with Af = 5 x 1077 Hz, an unphysical phase jump of
A¢ = 0.326 has also been included.

*https://vallis.github.io/libstempo/
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Figure 2.3: Timing residuals for the synthetic dataset described in Section 2.3.1, using
a timing model with (top) Af = 1.2106 x 107> Hz which matches the injected glitch
size, and (bottom) Af = 5 x 1077 Hz which is approximately 24 times smaller than the
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2.3.2 | Jumps in frequency derivative

Glitches are often accompanied by a jump in the frequency derivative, which can be
a significant fraction of the pre-glitch frequency derivative. In Section 2.3.1 we do not
include a jump in frequency derivative, to keep things as simple as possible. We now
show that jumps in frequency derivative do not affect the arguments made in Section
2.2: the degeneracy persists even when a frequency derivative jump is present.

To be explicit, we consider two glitch models:

Duat) = Af(t = 1) + SAF (- 1, 12)

Pgo(t) = (Af + %)(t —tg)+ %Af(t —ty)? (2.13)

where Af, A f , and t, are defined as in equation (2.1) and T is the observing period.
While these two glitch models contain a frequency derivative change, they nonetheless
differ by t/T (plus a constant, t,/T), which has the form of equation (2.4). Therefore the
arguments of Section 2.2 apply, and these two glitch models show comparable residuals
when the observations are periodic with period T

The above argument extends to glitch models with exponentially decaying terms, or
any other terms which may be appropriate, as long as those other terms are common to
both glitch models being compared, and the only difference between them is a frequency
increment as described in Section 2.2.2.

2.4 | Glitch parameter estimation

In this section we discuss the effects of periodic observation scheduling on specific
glitch parameter estimation techniques using TEMPO2 (Section 2.4.1), TEMPONEST (Sec-
tion 2.4.2), and an HMM (Section 2.4.3).

241 | Tempo?2

Phase-coherent timing

In Section 2.3 and Figure 2.3 we demonstrate that when a glitch occurs in a pulsar, there
may be multiple timing models which give similarly small timing residuals. Of course,
the illustrative worked example in Section 2.3.1 is fashioned deliberately by exploiting
our foreknowledge of the glitch parameters injected into a synthetic data set. Does the
same outcome arise “naturally”, when the true glitch parameters are unknown, e.g. in
real astronomical data or blind injections in synthetic data? In this section we perform
a phase-coherent timing analysis using TEMpO2 of the same synthetic dataset. This is
not a truly blind analysis, but the steps taken in the course of this analysis approximate
one typical course of action for the parameter estimation of a previously unknown glitch
using astronomical data.

We begin by inspecting the timing residuals for the synthetic dataset used in Section
2.3.1 with a timing model that matches the injected parameters but without a glitch. The
residuals are shown in the top panel of Fig. 2.4. The pre-glitch residuals are close to
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white, but there is a clear point at MJD 58600 where the timing model “fails”, and the
residuals diverge and begin to wrap. At epochs where the phase residuals wrap around,
we add phase jumps by hand to restore phase connection. At this stage we use TEMPO2
to tag each ToA with the number of pulses which have elapsed since the first ToA. We
emphasise that this pulse-numbering is model-dependent. With the phase jumps added,
we see a clear transition from flat phase residuals to a linear ramp in the residuals in the
middle panel of Fig. 2.4 — a clean glitch signature. Using the pulse-numbered ToAs it is
straightforward to fit the glitch parameters with TEMpo2. For simplicity we fit only the
glitch frequency increment Af and an unphysical glitch phase jump A¢ to account for
uncertainty in the glitch epoch. We set the glitch epoch to be the same as the injected
glitch epoch, MJD 58600.29, for ease of comparison with the injected glitch parameters.
The TEMPO2 fit returns Af = (5.008 £ 0.006) x 1077 Hz, and A¢ = 0.320 £ 0.003. The
associated residuals are plotted in the bottom panel of Fig. 2.4. By eye, they appear close
to white, with variance consistent with the ToA error bars, which are of order 1 ms. This
timing model is a good fit: the reduced )(2 returned by TEMPO2 is 0.98. It is not, however,
an accurate recovery of the injected glitch parameters, whichare Af = 1.2106x107° Hz
and A¢ = 0.

The above analysis exemplifies a general principle: given a set of ToAs containing a
glitch, if the ToAs are consistent with multiple glitch models due to periodicity in the
observation schedule, then the glitch model with the smallest Af is more likely to be
recovered by a phase-coherent timing analysis. This occurs because ToAs which are
consistent with a small glitch display a relatively gentle linear ramp in the post-glitch
residuals. This linear ramp will be picked out by eye, and subsequently used to number
the post-glitch pulses. A larger glitch (e.g. 1.2106x10~> Hz compared to 5x10~” Hz) has
a different phase model, which assigns a different numbering to the post-glitch pulses.
Once the analyst restores phase connection (whether correctly or incorrectly) and num-
bers the pulses according to this phase connected solution, the range of possible glitch
models is restricted.

Local frequency estimation

Rather than constructing a phase-connected timing solution and subsequently estimat-
ing glitch parameters, it is also possible to estimate the frequency evolution locally by
fitting for the frequency using small sets of ToAs closely spaced in time which are de-
rived from sub-integrations of a longer observation. In this case, the inter-ToA spacing
is much smaller than T, the fundamental observing period. We stipulate that the ToAs
are closely spaced in time to sidestep the issue of distinguishing between phase models
with frequencies differing by 1/T, which arises once ToAs separated by more than T are
included in the fit. In order to distinguish between timing models which differ in spin
frequency by 1/T, the time T between the first and last ToA in each local fit must be
long enough that the accumulated phase error exceeds the phase error o, due to the
ToA uncertainty:

T/T > Opop- (2.14)

We consider three applications of local frequency estimation to synthetic data. For
each application we generate a synthetic dataset with the same timing model parameters
and observation schedule as described in Section 2.3.1 (so the observation period T is still
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roughly 86158ss). At each session when a synthetic observation is made, we generate
four ToAs spaced closely, with T < T. In the first of the three applications, we take
T =1100s,? giving T/T =~ 201,,. The results of the local spin frequency estimation for
this dataset are shown in the top panel of Fig. 2.5. The scatter in the post-glitch frequency
estimates is on the order of 10 yHz, prohibiting a determination of the post-glitch spin
frequency which distinguishes between glitch models with sizes separated by 1/T =
1.2 x 107> Hz. However, if T is increased by a factor of 5, we instead have the result
shown in the middle panel of Fig. 2.5. The scatter in the frequency estimation is much
reduced to ~ 1 yHz, and it is clear that a glitch with Af ~ 1.2x107° Hz is preferred over
the value recovered by the phase-coherent analysis in Section 2.4.1 (Af ~ 5 x 10~ Hz).
Finally, we can analyse the same synthetic dataset but use eight ToAs spanning two
consecutive observing sessions in each local frequency estimate, so that T ~ T. The
results for this case are shown in the bottom panel of Fig. 2.5. The scatter in post-glitch
frequency estimations is again reduced, down to roughly 0.1 yHz. However, the local
estimates are centred around 5x 10~ Hz — the same incorrect estimate recovered by the
phase-coherent analysis in Section 2.4.1. In both the phase-coherent case and the t = T
case, the assumption that the increase in frequency due to the glitch contributes less
than one full rotation between two observation sessions leads to the incorrect estimate.

2.4.2 | TempoNest

The Bayesian pulsar timing package TEMPONEST is sometimes used to estimate glitch
parameters (Shannon et al., 2016; Yu and Liu, 2017; Parthasarathy et al., 2020; Lower
et al.,, 2020). If the glitch parameters are not already well-constrained, it is common
to first use TEMPO2 to obtain a set of pulse-numbered ToAs, following the procedure
described in Section 2.4.1. Note that it is impossible to run TEMPONEST without pulse-
numbered ToAs, unless the timing model parameters are already well-constrained. As
noted in Section 2.4.1, pulse-numbering restricts the range of viable glitch models. Even
if one chooses an uninformative prior for Af, TEMPONEST only assigns high posterior
probability to glitch models which are consistent with the pulse-numbering used. As
such, glitch sizes estimated with TEMPONEST exhibit the same bias towards small glitch
sizes as those estimated with a phase-coherent TEMPO2 analysis.

2.4.3 | Hidden Markov model

Recently Melatos et al. (2020) presented a new approach to pulsar glitch detection that
models the rotational evolution of the pulsar with an HMM and selects between mod-
els with and without glitches present. Like TEMPO2-based approaches, the HMM oper-
ates on ToAs. Therefore the arguments in sections 2.2 and 2.3 suggest that one ought
to be careful when estimating glitch parameters with an HMM,, if the observations are
scheduled periodically. It turns out that the HMM estimates Af more accurately than
TEMPO2 and TEMPONEST for the synthetic dataset from Section 2.3.1, as reported in Sec-
tion 2.4.3. However it is still somewhat prone to the same ambiguities arising from
periodic scheduling, as demonstrated in Section 2.4.3 with the aid of specific examples.

*This corresponds to one ToA every 4.5 minutes, which is quite typical for pulsars observed by UT-
MOST.
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Figure 2.5: Results of local spin frequency estimation described in Section 2.4.1. The top
left panel shows the case /T = 20,4, the top right panel shows the case 7 /T ~ 1004,
and the bottom panel shows the case where multiple observing sessions are used in each
spin frequency fit. The location of the glitch is indicated by the vertical dotted line. In
all cases the true size of the glitch is Af = 1.21 x 107> Hz. Note the 10°-fold decrease
in the vertical scale from the top to the bottom panels.
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The HMM consists of three essential components, which we briefly describe here.
We refer the reader to Appendix 2.A1 and Melatos et al. (2020) for further details. In
the HMM, the state of the pulsar is described by its pulse frequency f, and the time
derivative of the pulse frequency f. The values of f and f are measured relative to a
fiducial frequency evolution which is taken from a Taylor expansion of the phase model
calculated by TEMPO2. For example, the state (f, f ) = (0, 0) indicates that the state of the
pulsar is exactly as predicted by the Taylor expansion at that timestep. The state (f, f) is
“hidden”: it is not observed directly, since the HMM operates only on ToAs. Instead, we
define an “emission probability” L(At;; f, f ) which gives the probability of observing
a given ToA gap At; if the pulsar’s state is (f, f) during this gap. The expression for
L(At;; f, f) used in this paper is given by equation (2.17). Finally, it is necessary to specify
the “transition probabilities” which determine the probability that one state transitions
to another state after each ToA gap. The HMM tracks the spin wandering directly, as
a realization of a Markov chain. This is in contrast to TEMPONEST, which estimates the
ensemble characteristics (power spectral density) of the residuals due to timing noise
(Lentati et al., 2014). In this work we use transition probabilities which assume a random
walk in the second frequency derivative of the pulsar. This matches the prescription
adopted by Melatos et al. (2020). Other, qualitatively similar forms of the transition
probabilities are also possible and produce qualitatively similar results. Once detected,
the parameters of the glitch may be estimated by constructing the sequence of a posteriori
most likely (f, f) states of the pulsar using the forward-backward HMM algorithm, and
subsequently reading off Af at the most probable glitch epoch. With the parameter
choices adopted in this work, the HMM is computationally cheap - the search for glitches
described in Section 2.4.3 takes roughly 10 min to run on a modern desktop CPU (the
quoted time is measured on an Intel Core i5-9300H CPU running at 2.40 GHz.)

Worked example

To illustrate the effect of periodic scheduling on glitch measurement with an HMM,
we re-analyse the same synthetic dataset presented in Section 2.3.1 and analysed with
TEMPO2 in Section 2.4.1. The details of the parameter choices in the HMM analysis can
be found in Appendix 2.A1. Most relevant to the issue at hand is the range of f, which
is taken to be [-3 x 1077,2.5 x 10_5] Hz, bracketing the TEMPO2 timing solution. This
range of frequencies is chosen to encompass a large enough range of glitch sizes to
demonstrate the essential point. In particular it covers Af + 1/(1 sidereal day), where
Af = 1.21 x 107> Hz is the injected glitch size. A wider frequency range is possible,
but would significantly increase the computation time required without adding anything
new [see Section 4.4 of Melatos et al. (2020). A glitch is detected at the 231st ToA gap,
between MJDs 58599 and 58603, with log Bayes factor 250. We denote this model by
M;(231). While the epoch matches the injected glitch, which occurs at MJD 58600.29,
we mimic a realistic analysis by persevering and searching “blindly” for a second glitch
by comparing M, (231) to a set of two-glitch models M,(231, k) which contain glitches
during the 231st gap and the kth gap (k = 231). This procedure is the greedy hier-
archical algorithm described in Section 4.2 in Melatos et al. (2020). We find that the
two-glitch model M,(231, 232) is favored over M;(231) with a log Bayes factor of 53.
We then compare the two-glitch model M,(231,232) to a set of three-glitch models
M5(231,232,1). None of the three-glitch models are favoured over M, (231, 232) with
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log Bayes factor less than zero for all I = 231,232, so we terminate the search. Note
that we do not interpret M,(231, 232) as a model with two truly distinct spin-up events,
because the ToA gaps are adjacent. M,(231,232) is favoured over M;(231) because the
one-glitch models are constructed such that the glitch occurs at the beginning of the
ToA gap, whereas in these data the glitch occurs nearly one day into a four-day long
gap. The two-glitch model contains enough freedom to mitigate the phase error caused
by the simple form of the glitch model assumed by the HMM, which only allows for a
glitch to occur at the beginning of a ToA gap, and includes no phase jumps.

Given M,(231,232), the HMM forward-backward algorithm computes the poste-
rior distribution of f and f during each ToA gap. From this posterior distribution we
construct a sequence of frequency and frequency derivative states by choosing the a
posteriori most likely states during each ToA gap (Rabiner, 1989; Melatos et al., 2020).
The frequency sequence f(t;) constructed in this way is shown in the top panel of
Fig. 2.6. The location of the glitch is clear. Reading off the size of the glitch gives
Af = 1.2078 x 107> Hz, compared to the true glitch size of 1.2107 x 107> Hz. While
the glitch model allows for a change in f (which can be positive or negative), we do not
observe such a change in the recovered f(t;) sequence. This is in agreement with the
injected glitch parameters, which include Af = 0.

While this appears to be a relatively successful recovery of the glitch parameters -
more so than the phase-coherent analysis of Section 2.4.1 — we can further inspect the
posterior distribution of spin states to determine what effect the observation schedule
has on this mode of analysis. A heatmap of the logarithm of the posterior distribution
of f (marginalised over f) as a function of ToA gap index is shown in the bottom panel
of Fig. 2.6. It exhibits a multiply peaked structure both before and after the glitch,
with peaks separated by 1.1618 x 107> Hz. This spacing is significant: it is close to
1/(86158s) = 1.1607 x 107> Hz, where 86158 s is the observation scheduling period
for this dataset. These multiple peaks in the posterior f distribution are indicative of
the degeneracy caused by periodic observation scheduling. While the peaks appear to
be equal in height based on the logarithmic heatmap, after the glitch the peak at Af =
1.2078 x 10~ Hz is systematically higher (by a factor of at least 1.5) than the other two,
and therefore features in the recovered sequence.

Robustness of parameter estimation against uncertainty in glitch epoch

The HMM succeeds in recovering the correct glitch size in Section 2.4.3 despite the pe-
riodic scheduling. However, small variations in the epoch of the glitch can significantly
perturb the recovered frequency path when the scheduling is periodic.

Fig. 2.7 shows the marginalised post-glitch posterior distributions of f(t,5) (£250
is chosen to show the posterior distribution of f well after the glitch, which occurs
at f,5;) for 12 injected glitches which have the same size as the previous example,
Af = 1.2107 x 107> Hz, but epochs distributed uniformly between MJD 58599 and
MJD 58603, i.e. anywhere within the 231st ToA gap. The posterior in each case has the
same multiply peaked structure as in the bottom panel of Fig. 2.6, with the largest peak
located randomly near one of three values: 5x 1 077Hz, 1.2x107° Hz,and 2.4x 107> Hz.
In all but one of the panels of Fig. 2.7, only one or two peaks of the three-peak structure
seen in the bottom panel of Fig. 2.6 are high enough to be seen by eye.

Thus HMM-based analyses of datasets with periodic scheduling do not necessarily
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Figure 2.6: (Top) Frequency path recovered by the HMM forward-backward algorithm
for the analysis of the synthetic dataset described in Section 2.3.1. The recovered glitch
size is Af = 1.2078 x 107> Hz. (Bottom) Heatmap showing the evolution of the loga-
rithm of the posterior probability for f from the HMM analysis of the same synthetic
dataset. Time increases from left to right, and at each timestep the posterior has been
marginalised over f. Values in the heatmap are clipped below —10° to aid readability.
The favoured model, M,(231, 232), includes glitches during ToA gaps 231 and 232.
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Figure 2.7: Posterior probability distributions P(f) of f during the 250th ToA gap (well
after the glitch at t,5;) for twelve synthetic datasets with randomised glitch epochs in
the interval MJD 58599 < t, <MJD 58603 as described in Section 2.4.3. In all cases

the true frequency deviation is 1.2107 x 107> Hz and the glitch occurs during the 231st
ToA gap.
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recover the correct glitch size: of the twelve posterior f distributions shown in Fig. 2.7,
only four peak at the correct location of 1.2107 x 10~> Hz. The rest have peaks displaced
from the true glitch size by approximately 1/(86158 s), indicating that the ambiguity due
to periodic scheduling is responsible for the failures to recover the correct glitch size in
the other realisations.

Phase-coherent timing analyses of similar datasets are biased towards recovering the
smallest plausible glitch size. The HMM shows no systematic bias. Nonetheless it is not
guaranteed to return the true glitch size either. Therefore the methods complement one
another and are safest to use in tandem. If periodic scheduling is unavoidable for some
reason, a chance discrepancy between the methods is one way to catch errors in the
estimate of Af, as the example in Sections 2.4.1, 2.4.1, and 2.4.3 demonstrates in practice.
Interestingly the HMM posterior distribution readily reveals the existence of multiple
high-likelihood frequency tracks, which are not seen so easily in a timing analysis.

2.5 | Re-assessing UTMOST glitches

From mid-2017 onwards it was decided to use the Molonglo Observatory Synthesis Tele-
scope in transit-only mode (Venkatraman Krishnan et al., 2020). In this mode, the transit
of astronomical objects through the primary beam occurs at the same time each sidereal
day, with a typical dwell time of 5-20 minutes (Lower et al., 2020). Thus the ToAs used
in the UTMOST timing programme are collected in clusters separated by integer multi-
ples of 1 sidereal day (86164 s), closely matching the observing period of 86158 s seen
in the UTMOST dataset for PSR J1452—6036. In most cases the cadence of observations
is 3-7 days.

With this in mind, we check to see if periodic scheduling compromises the phase re-
construction of UTMOST pulsars. We calculate (|¢;|) [where ¢; is defined in equation
(2.3)] for each of the 300 pulsars in the UTMOST data release, using only ToAs mea-
sured after September 2017 in transit mode, and assuming T = 86164 s. Recall that
(]€;]) measures the magnitude of timing residuals (measured in terms of cycles) which
can be expected if one chooses a timing model which displaces f by 1/T from its true
value, where T is the scheduling period. Fig. 2.8 shows a histogram of R [defined in
equation (2.6)], for the 300 targets. Datasets with R > 1 are relatively unlikely to sup-
port multiple glitch models with comparable residuals. The residuals induced by the
wrong choice of Af are so large, that the error is obvious. However, there is a sizeable
population of pulsars with {|€;|)/{0,4) < 1, including two pulsars which are known
to have glitched since September 2017: PSR J1709—4429 ((|¢;|)/{0roa) = 0.81) and PSR
J1452-6036 ({|€;|)/{01oa) = 0.12). The glitch in PSR J1709—4429 has not been reported
by any timing programmes other than UTMOST. Given the periodic observation sched-
ule, the possibility that the reported glitch sizes are in error by 1.16 x 10> Hz or more
must be taken seriously. We now examine the two objects in turn.

2.5.1 | PSR J1709-4429

Lower et al. (2018) reported a glitch in PSR J1709—4429 at MJD 58178 + 6 of size Af / f =
(52.4 £ 0.1) x 107°, based on UTMOST data analysed with TEMPO2 and TEMPONEST.
An updated parameter estimate was published by Lower et al. (2020), who gave a glitch
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Figure 2.8: Histogram of R for all 300 pulsars in the UTMOST data release.

size of Af/f = (54.6 + 1.0) x 107°, again based only on UTMOST data. An HMM-
based analysis of these data recovers a glitch size of Af/f = 2405 x 107, as shown
in Fig. 2.9. The glitch size recovered by the HMM is larger than the Lower et al. (2020)
result by 2.29 x 107> Hz - roughly 2/(1 sidereal day). This suggests that at least one of
these methods is confounded by the periodicity of the observations, but without further
information it is difficult to decide which glitch size is closer to the truth.

Re-processing the UTMOST data to produce multiple ToAs per observation session al-
lows us to estimate the local spin frequency post-glitch, as described in Section 2.4.1. The
results of this exercise are shown in Fig. 2.10. The post-glitch frequency measurements
appear to be centred around roughly 2 x 107> Hz, consistent with the HMM estimate.
Note that preceding the glitch, this pulsar was not observed with sufficiently long ob-
servations and sufficient sensitivity to extract enough high-quality ToAs per observing
session for a useful local frequency fit. Each of the the pre-glitch frequency estimates
therefore incorporate ToAs from observing sessions separated by multiple days, and the
error bars are correspondingly much smaller than the post-glitch frequency estimates.
The use of widely separated ToAs is not a concern for the pre-glitch frequency estimates,
as the pre-glitch frequency is not in question, having been well-measured by UTMOST
before the switch to a periodic observing schedule, and this is the first glitch since the
switch.

Fortunately, the pulsar timing programme carried out at the Parkes radio telescope has
released public data covering the period during which the glitch was reported (Hobbs
et al., 2011), and the Parkes pulsar timing programme does not schedule observations
with the same regularity as UTMOST. Hence, the combined UTMOST and Parkes data
can be expected to estimate the glitch parameters better than the UTMOST data alone.
Fig. 2.11 shows timing residuals for two glitch models with the combined UTMOST
and Parkes data. With the combined data, the glitch model with Af/f = 2429.7 x
107 is clearly preferred, close to what was recovered in the HMM and local frequency
estimation analyses.

As a final step, we re-estimate the glitch parameters with the combined UTMOST
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Figure 2.9: Recovered frequency path (top) and posterior distribution of f (bottom) for
the HMM analysis of the UTMOST observations of PSR J1709—-4429, laid out as in Fig.
2.6. Before the glitch, which occurs during the 81st ToA gap, the posterior distribution of
f is well-constrained, showing only a narrow band of support near f = 0 Hz. After the
glitch, the posterior distribution of f has support in three distinct f regions, separated
by 1/(1 sidereal day). The parameters used in this analysis are reported in Table 2.2.
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Figure 2.10: Local spin frequency estimation of the glitch size Af for the glitch in PSR
J1709—4429 at MJD 58178 using UTMOST observations, laid out as in Fig. 2.5. The error
bars on the pre-glitch frequency estimates are too small to be seen.

and Parkes data using TEMPONEST to fit for the timing model parameters and the noise
parameters. We start with a pulse numbering derived from a timing model with glitch
size Af /f = 2429.7 x 107°. The glitch model used follows Lower et al. (2020), and is

given by

Ady(t) = Ad + Af(t —t,)
" %Af(f —tg)? = Afgrge T, (2.15)

The obtained glitch parameters are shown in Table 2.1. The unphysical phase jump
A¢p = —0.342 + 0.005 arises because we choose to fix the glitch epoch at MJD 58178,
as in the analysis of Lower et al. (2020). We report only an upper limit on the size of
the exponentially decaying term, Af4. The posterior distribution for Af, has support
between the lower end of the prior range, 10~'® Hz, and 10~° Hz, but no support above
10~ Hz. The decay timescale 7, is unconstrained — the posterior distribution has signif-
icant support across the entire prior range of (1, 1000) d. Previous glitches of this pulsar
have been measured with an exponentially decaying component roughly 1 per cent as
large as the permanent frequency jump, with a decay timescale of approximately 100 d
(Yu et al., 2013).

2.5.2 | PSR J1452-6036

Lower et al. (2020) also reported a glitch in PSR J1452—-6036 at MJD 58600.29 + 0.05,
with a glitch size of Af /f = (270.7293) x 10~ and no measured Af. In the following
we keep Af fixed at zero for simplicity.

Local frequency estimation with the UTMOST data does not constrain the glitch size
— the typical ToA uncertainty is high, roughly 1 ms, and so the corresponding phase er-
ror is ~ 6 x 107>, Based on the arguments of Section 2.4.1, an observation session long

62



T I
o (o)
o LI
e s O = ©
—~ o ©
(8] L} | |
% oor o L |
2 . 3
—_ ol
o o
E :
g o o
o=
<
o ©
? L il
L 1 L L L L 1 L L L \: 1 L L L L 1 L L L L 1 L
200 300 400 500 600
MJD-57794.9
~ T I
o -
o -
=0 =
o
om o)
— Ol
O o o} l _
\%_, OllO. d
= o)
EE ]
29 °
o
<+
o ©
?. L il
L 1 L L 1 L R L L 1 L L 1 L
200 300 400 500 600
MJD-57794.9

Figure 2.11: Timing residuals for combined UTMOST and Parkes observations of PSR
J1709-4429 for two timing models with glitch sizes Af/f = 54.6 x 10~ (top) and
Af/f = 2429.7 x 10~ (bottom). In each plot the unphysical phase jump A¢ has also
been adjusted to minimise the jump in residuals before and after the glitch. UTMOST
observations are shown as squares, and the Parkes observations are shown as circles. In
both plots, all other timing model parameters besides Af and A¢ are identical to those
published in the UTMOST data release.
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enough to break the degeneracy between glitch models would be roughly 1 hr. This
is much longer than the actual ~ 5 min observation sessions. The maximum possible
observation time in a single transit with UTMOST for this pulsar is somewhat longer,
roughly 20 minutes, but not long enough to break the degeneracy. In general the maxi-
mum time that UTMOST can observe a given pulsar depends strongly on its declination:
pulsars near the ecliptic transit the primary beam in approximately 10 minutes, while
pulsars near the south celestial pole remain in the primary beam for hours. However,
most pulsars are not routinely observed by UTMOST for more than 10 minutes at a time
(Jankowski et al., 2019). Alternatively, the per-ToA uncertainty which would allow a
5 min observation session to break the degeneracy is roughly 0.1 ms.

We may apply the arguments of Section 2.2.4 to search for excess post-glitch phase
residuals due to misestimation of the glitch size. We set Py, = 0.01, and find that the
threshold calculated according to equation (2.9) is ), = 1.99. The probability of detec-
tion given by equation (2.11) is only Py = 0.07. We search for the induced residual signal
defined by equation (2.7) in the residuals of three glitch models: the originally reported
model, a model with Af increased by 1/(1 sidereal day) to give Af/f = 2069 x 10~°,
and a model with Af increased by 2/(1 sidereal day) to give Af /f = 3868 x 10™°. The
residuals for each glitch model are shown in Fig. 2.12. We find in each case that the test
statistic y = R'C™'S does not exceed 94, i.e. we do not detect an induced phase error. y
is largest for the glitch model with Af/f = 3868 x 10", where we calculate y = 0.62.
As Py is low, this non-detection does not allow us to constrain the true parameters of
the glitch.

Jankowski et al. (2021) recently reported on wideband observations of this pulsar at
the Parkes radio telescope which by chance happen to lie on either side of this glitch.
Combining these observations with the UTMOST data, they report a glitch size Af / f =
270.52(3)x107?, consistent with the value found by Lower et al. (2020). As with the PSR
J1709—4429 observations, the Parkes observations of PSR J1452—6036 are not on the same
schedule as the UTMOST observations, and so the estimate of Af from the combined
data is not confounded by the periodicity of the UTMOST observations.

2.6 | Conclusion

In this paper we show that periodic scheduling of pulsar observations can lead to er-
roneous estimates of frequency in pulsar timing models if the frequency is not well-
measured a priori. We examine in detail the effect this has on the estimation of pulsar
glitch parameters. Specifically, the estimated permanent frequency jump Af may be
displaced from its true value by an integer multiple of 1/T where T is the scheduling
period. We find that in certain existing datasets the excess timing residuals induced by
misestimating the spin frequency of the pulsar due to periodic scheduling are compara-
ble to the stochastic residuals induced by ToA measurement error.

We find that “by-eye” attempts to restore phase connection through the use of pulse
numbering can bias the recovered glitch size towards smaller values. When the true
value of Af islarger than 1/T, this bias yields incorrect estimates of Af. Local frequency
estimation can mitigate this bias, as long as the ToAs used in the fits are sufficiently
accurate. An HMM-based approach may also fail to recover the correct Af. However,
the HMM does not appear to be biased in the same way as the phase-coherent timing-

65



.megwm
BJep LSOWN.LN Y} Ul pasea[al 3s0Y} Ydjew s1ojourered [opowr Ut} Y} "S[OPOW SUTWI} 221} Y3 UT SIZIS Y3 UT SOOUIJIP JUBIYIUSIS
oy 1rdsap ‘redonuapr aq 03 readde srenprsax yoy3-isod ayr (1S 0T X 898¢ Pue ‘(qpprus) ( 0T X 690T (Ma1) ( 01 x 04T = f/SV
S9ZIS UM ‘QUI] PIHOP [eO1IIdA Y} AQ PaJedIpUl a1k SAYIND) "9£09—2SHI[ YSd JO Suorearasqo [SOW.L( I0J sTenpisal Surwi], :g1'z 23]

6'22685— AN 6'22685— AN 632685 AN
007 002 0 00— 00¥— 00¥% 002 0 00e— 00¥— 00% 002 0 002— 00¥—
T T T T T T T T T T T T T T T T T T T T T T T T T T T

F ! F ! F 1
L | o L | o L 1o

o o o
r (9] r a r 1 O,
H 1 @ ot C { =

@ a (0]

[ 7 2. [ 1 z. [ 1 2.
‘ 1E ] 18] | &
i i M bl eE i AN TENEE W i B L TINES
[ 1 = | 1 = | I
I b (o] I b [¢) I 7 [
I ] & | ] o | I
[ 1o [ o [ 1o
\ 1< - 4 o - 1 o
L a L a L 1o

66



based method, and the existence of multiple solutions is readily apparent from a brief
inspection of the products of the analysis, e.g. the posteriors of f(¢;), ..., f(ty).

We re-evaluate two glitches detected by UTMOST, in PSR J1709—4429 and PSR J1452—-6036.
In the case of PSR J1709—-4429 additional public data from the Parkes radio telescope
breaks the degeneracy in glitch models, and we recover a new glitch size Af/f =
(2432.2 +0.1) x 10~°, much larger than the previously reported value Af /f = (54.6 +
1.0) x 10, For PSR J1452—6036, we attempt to detect the presence of phase residuals
induced by an incorrect choice of glitch model by cross-correlating the observed resid-
uals with the expected induced signal. However we are unable to definitively confirm
or exclude the previously reported glitch model using UTMOST data alone, because the
noise is relatively high, and there are relatively few post-glitch observations. Recently
released complementary observations from the Parkes radio telescope break the degen-
eracy and confirm that the glitch size is Af /f = 270.52(3) x 10~ (Jankowski et al.,
2021).

In view of the issues raised here, we recommend that wherever possible, future observ-
ing campaigns aimed at glitch measurement should avoid periodic observation schedul-
ing. In cases where periodic observations are unavoidable, such as the CHIME/Pulsar
(Ng, 2018; Good et al., 2021) and future UTMOST-2D (Venkatraman Krishnan et al., 2020)
programmes, care should be taken when making inferences about the frequency of a
pulsar, particularly after a glitch has occurred. A small number of complementary ob-
servations from another observatory can also help break the degeneracy between glitch
models.
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2.A1 | HMM recipe and parameters

The HMM-based analysis described in Section 2.4.3 involves choosing a number of input
parameters. In this appendix we briefly describe these choices. For a more detailed dis-
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cussion of the considerations involved in choosing the analysis parameters, see Melatos
et al. (2020). There are broadly three classes of parameters involved: those which spec-
ify the (f, f) pairs under consideration, those which specify the connection between
observations (ToAs) and (f, f ) pairs, and those which specify the the probabilities of
transitions between (f, f) pairs. A complete list of parameters is given in Table 2.2,

We specify the allowed range of frequencies and frequency derivatives in two stages.
First, we specify a fiducial phase evolution by fixing the frequency f, and frequency
derivative f, at a reference epoch T, derived from a Taylor expansion computed by
TEMPO2. The HMM tracks deviations away from this fiducial model on a discrete grid in
the f-f plane. The range of allowed deviations is specified by lower (f, f.) and upper
(f., f,) bounds. The discretization is specified by bin sizes Ny and 177

To incorporate timing noise, we adopt a simple prescription which drives the second
frequency derivative with a white noise term &(t) satisfying (£(t)&(t')) = o26(t — t')
[see Section 3.4 in Melatos et al. (2020)]. Other, similar presciptions yield similar results
(Melatos et al., 2020). The free parameter o controls the magnitude of the timing noise in
the model. The discrete nature of the f-f grid sets a lower bound on o': errors in the esti-
mation of f, caused by the finite bin width 7 j» cause the frequency to spuriously wander
across a ToA gap by an amount 6 fy;, ~ 17;Af;. It is desirable that the HMM “correct”
this spurious wandering, through the freedom allowed in the timing noise model. With
&(t) defined as above, the frequency wandering across At; is given by o fy = O'(Ati)3/ 2,
Equating 0 fy;, and O fry with At; replaced by its average over all ToAs, (At;), suggests
the following approximate lower bound,

o > np(At) . (2.16)

In the analyses presented here, we choose 0 = 7 f(Ati)_l/ 2,

Given a particular ToA gap At;, the probability of a particular (f, f) state is calculated
as a von Mises distribution (Melatos et al., 2020)

L(At; f, f) = [21,(x)] " exp{k cos[2m(At; f — At? f ]2 + AD,)]}, (2.17)

where I;(x) is the modified Bessel function of the first kind, «x is a free parameter known
as the concentration, and A®; is the phase contribution over the ToA gap from the fidu-
cial phase model specified by f,, f,, and the reference epoch T,. This distribution is
peaked when the number of cycles accumulated across the ToA gap, At; f —At} f [2+AD;,
is an integer (the minus sign appears because we employ a backwards Taylor expansion).
To a good approximation we may identify « as the reciprocal of the squared uncertainty
of the phase. There are two important contributions to x. One is the uncertainty on indi-
vidual ToAs. For each ToA gap, the phase uncertainties on the two ToAs which bracket
the gap, 0op 1 and Op o, contribute independently to the total phase uncertainty across
the gap. The second contribution comes from the discrete f-f grid. The binning in
frequency contributes a phase uncertainty 7,Af;, and the binning in frequency deriva-
tive contributes a phase uncertainty # fAtiZ /2. Combining all of these uncertainties in
quadrature, and recalling the identification of k¥ with the reciprocal squared phase un-
certainty, we arrive at the expression for « used in these analyses:

-1

K = [0Foan + Ohons + (1pAL) + (1AL [2)7] . (2.18)
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Note that « depends strongly on the length of the ToA gap, and therefore is recalculated
for each gap in the dataset. More details on the theoretical underpinnings of (2.17) and
(2.18) appear in Section 3.3 and appendix C in Melatos et al. (2020).

Finally, we choose a Bayes factor threshold to be used in model selection via the greedy
hierarchical algorithm described in Section 4.2 of Melatos et al. (2020), when models
containing glitches are compared against models with no or fewer glitches. Informed
by synthe}ic data tests described by Melatos et al. (2020), we choose here a threshold of
Ky = 102
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Systematic upper limits on the size of

missing pulsar glitches in the first
UTMOST open data release

This chapter is a reproduction of Dunn et al. (2022b), Monthly Notices of the Royal Astro-
nomical Society 512.1, pp. 1469-1482, reformatted with the following changes:

« A minor typographical error in Section 3.3.1 is corrected.

« Footnote 4 is added in repsonse to a suggestion of the thesis examiner.

Abstract

A systematic, semi-automated search for pulsar glitches in the first UTMOST public data
release is presented. The search is carried out using a hidden Markov model which incor-
porates both glitches and timing noise into the model of the assumed phase evolution
of the pulsar. Glitches are detected through Bayesian model selection between mod-
els with and without glitches present with minimal human intervention. Nine glitches
are detected among seven objects, all of which have been previously reported. No new
glitches were detected. Injection studies are used to place 90% frequentist upper limits on
the size of undetected glitches in each of the 282 objects searched. The mean upper limit
obtained is Af**"/f = 1.9x107®, with arange of 4.1x 107" < Af*°*/f < 2.7x1077,
assuming step events with no post-glitch recoveries. It is demonstrated that including
glitch recovery has a mild effect, in most cases increasing the upper limit by a factor of
< 5 conservatively assuming complete recovery on a timescale of 100 d.
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3.1 | Introduction

The secular electromagnetic spindown of a rotation-powered pulsar is sometimes inter-
rupted by a sudden increase in the spin frequency, known as a glitch. Glitches are often
but not always accompanied by a change in the secular spin-down rate and a quasi-
exponential recovery (Lyne and Graham-Smith, 2012). The underlying cause of glitches
is unknown (Haskell and Melatos, 2015). The standard view of the physical mechanism
behind glitches invokes pinning and subsequent unpinning of the vortices of the super-
fluid neutron component to the lattice of nuclei in the inner crust (Anderson and Itoh,
1975), but this broad picture is by no means certain. Long-term statistical analyses have
uncovered interesting features of glitch behaviour both in individual objects (Espinoza
et al.,, 2014; Howitt et al., 2018; Carlin et al., 2019; Ho et al., 2020) and across the pulsar
population (Lyne et al., 2000; Melatos et al., 2008; Espinoza et al., 2011; Yu et al., 2013;
Fuentes et al., 2017; Melatos et al., 2018). Note that we distinguish between glitches,
which involve a jump in the spin frequency, and events involving abrupt changes in fre-
quency derivative associated with magnetospheric changes (Lyne et al., 2010). Although
the latter are glitch-like in some respects and interesting in their own right, they are a
distinct class of events and we will not search for them explicitly in this work.

Statistical inferences about the glitch phenomenon rely on the completeness of the cat-
alogues of detected glitches. However, the traditional method of glitch detection, which
involves identifying a glitch signature “by eye” in a set of timing residuals (Espinoza
et al., 2011; Yu et al., 2013), makes it difficult to assess completeness systematically. (Es-
pinoza et al., 2014) and (Yu and Liu, 2017) employed automated glitch detection methods
to evaluate detectability limits. The technique presented by Espinoza et al. (2014) has
been applied to timing data from the Crab and Vela pulsars (Espinoza et al., 2021), while
the technique presented by Yu and Liu (2017) was tested on simulated data but not used
to search for glitches in real datasets. Most recently, Singha et al. (2021a) have developed
an real-time glitch detection pipeline which operates with minimal human intervention
and incorporated it into the timing programme at the Ooty Radio Telescope. Singha et al.
(2021a) reported initial tests of detectability limits with this pipeline, and as more data
become available a clearer picture will emerge of the completeness of the glitch sample
reported as part of this programme.

Melatos et al. (2020) developed a complementary method for pulsar glitch detection
which tracks the pulse frequency and frequency derivative with a hidden Markov model
(HMM)*. The HMM selects between models with and without glitches within a Bayesian
framework, complementing model selection studies with TEMPONEST (Lentati et al., 2014;
Shannon et al., 2016; Parthasarathy et al., 2019; Lower et al., 2020). The HMM dynam-
ics include secular spin down and stochastic spin wandering (“timing noise”), as well as
step changes associated with glitches (Melatos et al., 2020). As the HMM detects glitches
without human intervention, it is well-suited to analysing a large number of pulsar tim-
ing datasets. Its speed makes it practical to do injection studies to obtain upper limits
on the size of undetected glitches, and hence quantify the completeness of the existing
and new catalogues.

In this work we search for glitches in the datasets released as part of the UTMOST
pulsar timing programme (Jankowski et al., 2019; Lower et al., 2020). These datasets were

*https://github.com/ldunn/glitch_hmm
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Table 3.1: Observational statistics for the first UTMOST public data release. All quanti-
ties are calculated on a per-pulsar basis, and we take the minimum, mean and maximum
over the complete set of pulsars in the data release.

Minimum Mean Maximum

Observing timespan (d) 268 1054 2024
Cadence (d) 1.4 16 49
Number of ToAs 25 107 1458

released in March 2020, and contain observations of 300 pulsars taken between January
2014 and August 2019. To date, 12 glitches across seven pulsars have been detected as
part of this timing programme using traditional methods (Lower et al., 2020). In this
paper we search for new glitches beyond those discovered to date and set upper limits
on the size of undetected glitches in 282 of the 300 pulsars. The layout of the paper
is as follows. In Section 3.2 we briefly describe the data. In Section 3.3 we describe the
HMM and explain how to choose the HMM’s control variables and search parameters. In
Section 3.4 we present the results of the search. We narrow down the initial list of glitch
detections through a veto procedure, and follow up the survivors with a refined HMM
analysis to determine the basic glitch parameters: glitch epoch and glitch size. Finally
in Section 3.5 we present systematic upper limits on the size of undetected glitches in
the UTMOST data release.

3.2 | Data

The UTMOST pulsar timing programme is an ongoing campaign conducted at the Mo-
longlo Observatory Synthesis Telescope, a pair of 778 m long east-west cylindrical paraboloid
reflectors located near Canberra, Australia (Bailes et al., 2017). We searched a subset of
the data from the first public release® (Lower et al., 2020). The data consist of times of
arrival (ToAs) for 300 pulsars, mostly recorded between October 2015 and August 2019,
as well as best-fit timing models. We search for glitches only in the 283 pulsars that
are not in binary systems, due to difficulties in extracting ToAs from TEMPO2 which are
referenced to the reference frame of the pulsar, rather than the solar system barycentre.

The volume and density of available timing data vary significantly between pulsars.
Table 3.1 summarises the variation in observing timespan, cadence, and number of ToAs
available across the population of UTMOST pulsars. The observing timespan is the time
between the first available ToA and the last available ToA for each object, and the ca-
dence is the mean time elapsed between consecutive ToAs. A full description of the
observation, data reduction and timing analysis procedures is given by Jankowski et al.
(2019).

3.3 | Hidden Markov model

The implementation of a HMM used to search for glitches is described in detail by
Melatos et al. (2020). Here we provide a brief description of the most pertinent aspects.

%https://github.com/Molonglo/TimingDataReleasel/
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Section 3.3.1 discusses the probabilities which determine the dynamics of the HMM, and
its connection to the observed data. Section 3.3.2 introduces the Bayesian model selec-
tion procedure which is used to select between models with and without glitches present.
In Section 3.3.3 we discuss the boundaries and discretisation of the state space of the
HMM. The choices for the various parameters are summarised in Table 3.2. These are
the choices used in the initial searches for previously unknown glitches (Section 3.4) and
in setting upper limits on the sizes of undetected glitches (Section 3.5). Analyses aimed
at estimating parameters of detected glitches (Sections 3.4.1-3.4.5) may require different
parameter choices on a case-by-case basis, usually in the allowed range of frequencies,
which may need to be extended by more than an order of magnitude to accomodate the

glitch.

3.3.1 | Transition and emission probabilities

A HMM is an automaton which transitions stochastically between a set of hidden states
at discrete times f,, ..., ty,, which are spaced unequally in general. The states are hid-
den in the sense that they cannot be observed directly; the state of the system must be
inferred from observations of auxiliary variables related probabilistically to the hidden
states rather than the hidden states themselves. The probability of jumping from state g;
at time t,, to state g; at t,,,;, which is called the transition probability quqi(tn), depends
only on the state at ¢, by the Markov property. The probability that the system occupies
the state g; at time ¢,, given an observational datum o(¢,) collected at the same time, is
called the emission probability Ly, The prior, I, is the probability that the system
is initialized in the state g;. Together, quqi(tn), Lo(t,)q;» and I, define a HMM uniquely.

To apply a HMM to pulsar timing, we identify the hidden states g; with a discrete
grid of (f, f ) pairs, which encode the insantaneous spin frequency and its first time
derivative. The hidden (f, f) states are combined with fixed secular values fiq and fig
measured at a reference epoch T, to give the instantaneous spin frequency [ fis+ fis(t,—
T,)] + f and time derivative f;5+ f respectively at time t,,. In this work we measure fig
and f;5 using TEMPO2 (Hobbs et al., 2006). We note that while the HMM requires a mea-
surement of fg and fLS, these values may be derived only from a small subsection of the
data in cases where a phase-connected solution spanning the whole dataset is not avail-
able. Although phase-connected solutions are available for all of the UTMOST pulsars
searched in this work, the HMM does not incorporate the provided pulse numbering
information. The states can be enlarged to include the second time derivative f (and
higher derivatives), but systematic validation tests with real and synthetic data indicate
that state enlargement is unnecessary for the application in this paper (Melatos et al.,
2020). The observational datum at each time ¢, is the ToA difference o(t,) = t, — t,_;
[for ease of notation we write x,, = o(t,,) in the remainder of this paper], which is related
probabilistically to the hidden states.The prior is deliberately chosen to be flat, i.e. IT,, is
constant within a restricted parameter domain (see Section 3.3.3), as g;(t;) is unknown
and astrophysically irrelevant. Other structures for the HMM are possible, of course, and
the reader interested in pulsar timing is encouraged to experiment with them (Rabiner,
1989).

In the HMM framework, the probability of observing a particular ToA gap x,, if the
hidden state of the pulsar is (f, f) depends on the accumulated rotational phase over the
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gap, ®(t,; f, fis, f» fis) To) [denoted ®(t,,; ...) for brevity]. Note that ®(¢,; ...) satisfies
0 < ®(t,;...) < 1 over one period, i.e. it is in units of cycles, not radians. The full
expression for ®(t,; ...) is

D(ty;...) = [f + fis + fus(tn — To)]x, — %(fLS + f)xn. (3.1)

The minus sign in the second term arises because we are employing a backwards Tay-
lor expansion. Equation (3.1) can be generalised to include a secular second frequency
derivative f};, if required (Melatos et al., 2020).

If O(t,;...) is close to an integer, the probability of observing the ToA gap x,, is high.
This is quantified via a von Mises distribution, in which the probability of observing z
given a hidden state (f, f) is given by

exp{x cos[2ntD(t,;...)]}

= , 3.2
i 21l (%) 3.2

where I(x) is the zeroth modified Bessel function of the first kind, and « is a parameter
known as the concentration. Roughly speaking x can be thought of as the reciprocal of
the variance of 27t®(¢,; ...). There are two main contributions to variance in ®(t,;...):
measurement uncertainty in the ToAs, and the spacing in the discretized f-f grid. If
the uncertainties in the ToAs at the beginning and end of the gap are o5 ; and oo »
respectively then the contribution to the phase variance is f{s (0%0A'1 + 0%0A,2)~ Given
spacings in f and f of 1s and 7]z, the respective contributions to the phase variance are

(17fxn)2 and (7 fxﬁ /2)?. Combining these contributions in quadrature, we arrive at®

K= (27_()_2 [szs (O-%OA,l + O—%OA,Z)
+ (1px)® + (320 /2)°]7 (3.3)

During each gap between consecutive ToAs, we assume that the pulsar’s hidden state
evolves stochastically due to timing noise in the absence of a glitch. The form of the
timing noise determines the transition probability A, , and is unknown a priori for
any individual pulsar. One reasonable model, introduced by Melatos et al. (2020) and
tested satisfactorily on real data (Melatos et al., 2020; Lower et al., 2021) but certainly
not unique, assumes that the timing noise is driven by a white-noise torque derivative,

d’f

F = E(t), (3-4)
where £(t) is a Langevin term satisfying
(E(EW)) = o?8(t — 1) (3.5)

and o is the parameter which controls the strength of the timing noise. Equations (3.4)
and (3.5) lead to a robust HMM with easy-to-specify transition probabilities quq,-(tn)'
An explicit expression for quqi(tn) is given in equations 10-13 and B7-B11 of Melatos

%The factor (27t) 2 in (3.3) was ommitted accidentally by Melatos et al. (2020) in equations (8) and (C3)
of the latter reference.
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et al. (2020). The choice of (3.4) and (3.5) is pragmatic. Pulsars are not expected to obey
(3.4) and (3.5) exactly for many reasons. For example, (3.4) and (3.5) produce Brownian
motion in the torque, whereas there is observational evidence that some pulsars exhibit
Brownian motion in the frequency, i.e. df /dt = &(t) (Cordes and Helfand, 1980; Cordes
and Downs, 1985; Parthasarathy et al., 2019).

The choice of o is also pragmatic and certainly not unique. A detailed study of how
to optimize o on a per-pulsar basis within the HMM framework is beyond the scope of
this work; a first pass at some rules of thumb is found in Melatos et al. (2020). Here we
follow Melatos et al. (2020) in adopting a simple prescription which is based on the fact
that the HMM only tracks f to a certain resolution, # F (see Section 3.3.3). We demand
that the necessary “correction” due to binning in the evolution of f across a ToA gap of
length x,, is smaller than the dispersion in f caused by the random walk described in
(3.4) and (3.5), which implies

o = i) (36)

where (x,, ) is the average length of ToA gaps per pulsar. This ensures that the discretisa-
tion of f does not lead to false alarms, although in some cases it may degrade the perfor-
mance of the glitch detector by inflating needlessly the strength of timing noise included
in the model. Any degradation in sensitivity due to this effect is reflected in the upper
limits calculated in Section 3.5. Because the effect of discretisation of f is absorbed into
the timing noise in the model, we do not expect a significant effect on inferences made
on the value of f (e.g the pointwise most likely sequences f (t,) discussed in Section
3.4). The mathematical form of (3.6) is justified in Section 6.1 of Melatos et al. (2020). We
additionally follow Melatos et al. (2020) and impose a lower bound o > 107! Hz, s7"%to
avoid numerical underflow. The prescription described here and listed in Table 3.2 has
been successfully tested on synthetic and real data which explicitly does not conform
to the timing noise model of equations (3.4) and (3.5) (Melatos et al., 2020; Lower et al.,
2021).

If the model includes a glitch during a given ToA gap, then the evolution of the hidden
state must be modified accordingly. We adopt the unrestrictive prescription of Melatos
et al. (2020): a glitch consists of a positive frequency increment and a possible change in
frequency derivative which is allowed to be positive or negative. Explicitly, if the pulsar
is in the hidden state (f, f) at the beginning of a ToA gap of length x,,, then it is allowed
to transition with equal probability to any state (f’, f’) as long as one has f’ > f + fx,
No restriction is placed on the value of f” (within the boundaries specified in Sectlon
3.3.3).

3.3.2 | Model selection

A HMM is a Bayesian inference tool. It works with the fundamental quantity

Nr
Pr(Qi:n; | Oriny) :ITqunImulmal>I_]l4qquun4)LoUMqunw (3.7)
n=2

which is the probability that the system occupies the hidden state sequence Q;.y, =
{q(t1 )y ens q(tNT)} given the observation sequence Oy, = {o(tl )y e o(tNT)} and a model

M = {quqi' Lo, )qir Hq,-}' The model with no glitch is denoted M,,, and the model with
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a glitch during the kth ToA gap is denoted M, (k). For a given model M and timing
data D = O,.y, we calculate the model evidence Pr(D | M) using the HMM forward
algorithm (Rabiner, 1989). We can then calculate the ratios

_ Pr[D | M, (k)]

Ki(k) = D M,) (3.8)

for 1 < k < N7, which are Bayes factors, indicating support for each of the N glitch-
containing models over the no-glitch model. According to Bayes’s theorem, the ratio of
posterior probabilities of the two models includes an extra factor containing the prior
probabilities,
Pr[M, (k) | D] _Pr[D | My (k)] Pr(M,)

Pr(M, | D) Pr(D | M,) Pr[M; (k)]
Here we make the simplifying assumption Pr[M, (k)] = Pr(M,) for all k, and so the Bayes
factor K (k) and the ratio of posterior probabilities coincide. If max; ;.. K; (k) exceeds
a pre-defined threshold K;;,, we say that we have a glitch candidate. We note briefly that
the permissive glitch model used may also accomodate possible abrupt changes in spin-
down state (Lyne et al., 2010), and thus model selection may produce glitch candidates
associated with these events as well as more typical glitch events.

To account for possible multiple glitches in a dataset, we adopt the greedy hierarchical
approach described in Section 4.2 of Melatos et al. (2020). If a glitch candidate is detected
when comparing the models M, (k) to M, we set k] = argmax, K, (k), and then calculate
the ratios

(3.9)

K,(k,) = Pr[D | M2(kll*k2)]'

Pr[D | M, (k)]
where M, (kj, k,) is the model containing two glitches at the k] and k,th ToA gaps. If
a second glitch candidate is detected, i.e. max; N, K;(k;) > Ky,, we repeat the pro-
cedure, now comparing M,(kj, k3, k;) against M,(kj, k3). The procedure repeats until
none of the Bayes factors exceeds Ky,.

In order to follow up each candidate, we calculate the posterior distribution of fre-
quency and frequency derivative states during each ToA gap using the HMM forward-
backward algorithm (Rabiner, 1989). The logic behind this step is discussed in detail in
Section 4.3 and Appendix A of Melatos et al. (2020). This posterior distribution can then
be used to infer the sequence of most likely frequency states, and hence the most likely
size of the frequency jump due to the glitch.

The Bayes factor threshold determines when we have a glitch candidate to be followed
up with further analysis. Here we adopt a fixed threshold of 10'2, motivated by the
synthetic data tests presented in Section 6 of Melatos et al. (2020). Ky, = 102 gives a
false alarm probability of roughly 1%, provided that the timing noise is not much stronger
than what is included in the HMM.

(3.10)

3.3.3 | Domain of interest

The domain of interest (DOI) refers to the set of hidden states which are included in the
HMM. As: in Melatos et al. (2020), we consider only DOIs which form a grid in a “reason-
able” f-f region®, which is restricted to avoid wasteful computation; the state sequence

*This is equivalent to setting a uniform prior on f and f within a restricted range.
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Q1:n, cannot wander unreasonably far from the TEmPO2 fit f; ¢ and f1s, because timing
noise and glitches represent modest perturbations on the secular trend. The choices to
be made are then the boundaries of the region, and the spacing between points in the
grid. The typical DOI parameters used in this work are summarised in Table 3.2.

When searching for unknown glitches and setting upper limits on the size of unde-
tected glitches, the boundary of the f region is chosen to be the same for all pulsars
in this study: the region covered is =3 < f/ (10_7 Hz) < 3. This range generously
brackets the typical wandering due to timing noise measured in young pulsars to date.
The spacing in f is also held fixed for all pulsars at n; = 4 x 107" Hz. This choice
represents a trade-off between sensitivity and computational cost. When performing
follow-up analysis of a glitch candidate, the range and spacing in f are sometimes mod-
ified to encompass the pre- and post-glitch frequencies. In the case of a large glitch, this
means increasing the upper boundary of the f region to a value on the order of 10> Hz.
In this case the value of 7y must also be increased to keep the total number of hidden
states in the DOI small enough that the computation remains tractable.

The domain of interest and grid spacing in f vary between pulsars when searching for
new glitches and setting upper limits. Given a measured secular spindown f;5, we take
the f region to be |f| < min(107"*Hzs™", -0.1f;). The region is empirically deter-
mined, guided by validation experiments with synthetic data, which show that timing-
noise-driven excursions in f are small compared to f;5 (Melatos et al., 2020). The f
spacing 7]; is chosen so that there are always 11 points in the domain. This choice is
motivated principally by a desire to keep computational cost under control. As a side ef-
fect, pulsars with larger values of f; have larger values of o in the HMM’s timing noise
model: a larger f15 gives a larger 17, and by equation (3.6) this in turns gives a larger 0.

While this relation between f; and o comports with the astrophysical fact that timing
activity is correlated with fLs (Arzoumanian et al., 1994; Hobbs et al., 2010; Lower et al.,
2020), it does not do so by design. It is a consequence of pragmatic choices which aim
to keep false alarms rare [in the case of equation (3.6)] and computational cost low (in
the case of the choice of qf).

3.4 | UTMOST glitches

We search for glitches in the UTMOST timing data in three stages. In the initial stage,
every pulsar is analysed using the HMM parameters set out in Table 3.2. The results
of the initial search are presented in Table 3.3. We report every glitch candidate with a
Bayes factor greater than Ky, = 10"/, In the second stage, candidates are followed up
with a simple veto procedure, and an estimates of the glitch parameters are calculated
for those candidates which survive the veto.

Before estimating the parameters of each candidate, we check that the candidate is
not due to a transient disturbance. Such a disturbance may be caused by the conditions
at the observatory, e.g. a clock error (Verbiest and Shaifullah, 2018). It may also have
astrophysical origins. Some pulsars exhibit “mode-changing”, switching between a small
number of distinct pulse profiles on timescales of minutes, which can lead to apparent
jumps in the pulse phase (Backer, 1970; Helfand et al., 1975; Wang et al., 2007). Changes
in propagation through the interstellar medium can also lead to similar apparent phase
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Table 3.3: Properties of the initial glitch candidates detected in the first UTMOST data
release.

Object Epoch InK,;(k) Vetoed?
MJD Y/N
J0742—-2822 57527 + 2 4.05 Y
J0835-4510 58218 +4 4.7 x10* N
J1105-6107 57417 + 4 1.27 Y
J1257-1027 58651 + 10 5.4 N
J1359-6038 58189 + 2 11.7 Y
J1452-6036 58638 + 1 126 N
J1622—4950 58076 + 8 8.46 N
J1703—4851 58543 + 21 47.5 N
J1709-4429 58222 +6 1.17x 103 N
J1731-4744 58007 +2 1.20x 10’ N
J1740-3015 58393 +5 4.47 x 10* N

jumps (Goncharov et al., 2021). To exclude events of this kind, we re-run the HMM
for each candidate using identical parameter choices, but with the ToAs immediately
bracketing the candidate removed. If one then obtains K;(k) < Ky, the candidate is
vetoed and no further analysis is performed. The results of this veto procedure are noted
in the right-most column of Table 3.3. Three candidates are vetoed in this way, leaving
eight to be followed up in the second stage of the search. This veto procedure does
risk discarding candidates which correspond to true glitches, if the cadence around the
candidate is low and the glitch is small. Appendix 3.A1 describes further investigation of
each of the three vetoed candidates, in an effort to determine whether they are transient
disturbances caused by one of the factors above.

The second stage of the search entails estimating the parameters of each candidate
based on the sequence of most likely hidden states (Melatos et al., 2020), which gives the
evolution of f, from which the approximate epoch and glitch size can be read off. The
follow-up analyses are performed first within an f range which is wider than the range
used in the initial analysis. For all seven veto survivors which are ultimately identified
as genuine glitch events (i.e. all but the candidate in J1622—-4950, see Section 3.4.3), the
maximum allowed frequency deviation is 2.5 x 107° Hz rather than 3 x 10™7 Hz, so that
large glitches are characterised more accurately. The extended f range degrades the
sensitivity of the HMM to small glitches, as 77y must increase to keep the computation
tractable, which is why a smaller f range is tested in the first stage. After the analysis
with an extended f range is complete, each dataset is divided into pre- and post-glitch
sections, and these sections are searched again with the smaller f range and 77¢ used in
the initial search. No additional glitch candidates are detected in this way.

The parameter estimation results are summarised in Table 3.4. Two outputs are of
particular interest: the sequences of most likely frequency states’ f (t,), and the pos-
terior distribution y¢(t,) of f(f,). The most likely frequency states are obtained as the
modes of the posterior distribution of states g; at each timestep f,, where the posterior

A,

*The point-wise estimate f (t,) is the most likely value of f at f, given the data O,.y, . This is subtly
different from the f component of the nth element of the most likely sequence of hidden states.

30



Table 3.4: Properties of the detected glitches confirmed by follow-up analyses. The frac-
tional glitch sizes recovered in the HMM analysis are denoted by Af/ f, while the values
reported by Lower et al. (2020) are denoted by (Af/f ). Phase ambiguity due to peri-
odic observational scheduling prevents inferring Af / f for PSR J1452—6036 (see Section

3.4.2).
Object Epoch Af/f log Bayes factor  (Af/f )i
MJD x107° x10~°

J0835-4510 57732+4 1436+3 7.43 x 10* 1448703
58521 +7 2467+13  3.36x10°  2501.2%2§

J1257-1027 58650 +16 2.2+0.4 16.4 3.20%038
J1452-6036 58606 + 3 - 1.40x 10> 270.7°93

J1703-4851 58543 +21  10+2 47.5 19.0759
J1709-4429 58200+ 27 2405+ 3 220 54.6 £ 1.0
J1731-4744 58007 +2 3150+14  1.40x10° 3149793
J1740-3015 57476 +17 225+ 14 1.43x10°  237.771%2
58240+ 11 829+14 9.37 x 10° 842.3'71

is denoted y,,(t,) [defined in equation A13 of Melatos et al. (2020)]. The posterior fre-
quency distribution y¢(t,) is obtained by marginalising ,,(t,) over f. Plots of f (t,) and
In ¢ (t,) for the follow-up analyses are shown in Figs. 3.4-3.11.

We can obtain the posterior frequency derivative distribution in much the same way.
We do not present these distributions here, as coarse discretisation of f in the DOI often
leads to unconstraining f posteriors. An example is shown in Fig. 3.12, showing Vi(tn)
from the follow-up analysis of J1731-4744 described in Section 3.4. The posterior has
support over a significant fraction of the DOI, particularly after the glitch at the 103rd
ToA gap, which makes it difficult to draw meaningful conclusions about the evolution
of f across the glitch.

We remind the reader that the phase model of the HMM is not the same as the phase
model of TEMPO2. The HMM allows inter-glitch wandering of f and f, and transitions
between the hidden f-f states occur only at the start of ToA gaps. In addition, the HMM
includes no explicit modelling of quasi-exponential post-glitch recovery processes. For
all of these reasons, we expect modest discrepancies between the glitch parameters es-
timated using the HMM and those reported by previous authors, who use TEMPO2 and
TEMPONEST to measure the glitch parameters. Those glitches which merit additional
discussion are covered in the remainder of this section.

3.4.1 | PSR J0835-4510

PSR J0835-4510 (Vela) exhibits frequent large glitches, at a rate of roughly one every three
years with Af/ f ~ 107° typically (Howitt et al., 2018). The UTMOST data available for
this pulsar consist of 1420 ToAs recorded between January 9 2014 and September 17 2018.
To keep the analysis computationally tractable, we divide the dataset into three sections
of approximately 500 ToAs each, with the sections overlapping by 50 ToAs to ensure
that any glitches that occur during the gaps between sections were not missed. Details
of the section boundaries can be found in Table 3.5. Plots of f (t,) and Inyy(t,) for the
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Table 3.5: Data segmentation in the PSR J0835—4510 analysis.
Section Start MJD End MJD

1 56666 56898
2 56868 57606
3 57552 58692

three sections are shown in Fig. 3.4.

We detected two large glitches in the data, both of which have been reported previ-
ously (Palfreyman, 2016; Sarkissian et al., 2019). The first, detected between MJD 57728
and MJD 57734, has Af/f = (1436 + 3) x 10~°. The second, detected between MJD
58514 and MJD 58529, has Af /f = (2467 +13)x 10™°. We note a feature which recurs
several times throughout these analyses: (t,) shows multiple peaks for the timesteps
following the second glitch, indicating the existence of multiple glitch models which
describe the data well, despite being widely separated in frequency. One can see this
clearly in the bottom right panel for Fig. 3.4, where the yellow contour splits into three
branches for ToA index > 533. Dunn et al. (2021a) showed that this effect is due to pe-
riodicity in the observation schedule. If the separations between consecutive ToAs are
nearly integer multiples of a common period T, there can be a degeneracy between glitch
models with Af differing by 1/T. Since mid-2017 the Molonglo Observatory Synthesis
Telescope has operated as a transit instrument (Venkatraman Krishnan et al., 2020), so
each pulsar is observed at roughly the same local sidereal time for every observation.
Hence, to a good approximation, ToAs recorded by UTMOST after mid-2017 per pul-
sar are separated by integer numbers of sidereal days. Indeed, the spacing between the
peaks in y¢(t,) in Fig. 3.4 is close to 1/(1 sidereal day) = 1.1606 x 107 Hz.

The degeneracy between glitch models may be alleviated by additional observations
which disrupt the periodic scheduling. Fortunately, PSR J0835-4510 is an extremely
well-studied pulsar, and the second glitch in the UTMOST dataset has been indepen-
dently reported by several other facilities (Sarkissian et al., 2019; Kerr, 2019; Gancio et
al., 2020). Kerr (2019) estimated the size of the glitch tobe Af /f = (2491.1+0.5)x10~°
based on data from the Fermi Large Area Telescope (Atwood et al., 2009), and Gancio
et al. (2020) estimated the size of the glitch to be Af /f = 2682 x 10™° based on obser-
vations taken at the Argentine Institute of Radio Astronomy. These measurements are
consistent with the HMM estimate, and with the estimate given by Lower et al. (2020).

3.4.2 | PSR J1452-6036

We detected one glitch in this pulsar, occuring between MJD 58603.6 and MJD 58604.6.
The log Bayes factor over the no-glitch model is 1.4 x 10°.
Plots of f(t,) and Inyf(t,) are shown in Fig. 3.6. Inspection of y¢(t,) indicates that

caution is warranted when determining Af for this glitch. The inferred £ (t,) shown in
the left panel of Fig. 3.6 suggests a glitch size of Af / f = 3869 x 10~°. However, as with
PSR J0835-4510, the three peaks in y((t,) indicate the existence of multiple glitch mod-
els which are widely separated in Af (the separation between peaks is approximately
1.1605 x 10~° Hz) but nevertheless describe the available data well. This glitch was pre-
viously reported by Lower et al. (2020) as occurring at MJD 58600.29(5) with Af /f =

82



270.77073. Using the data in the UTMOST public data release, Dunn et al. (2021a) demon-
strated that the available data are consistent with Af /f = 270 x 107" + N/(fT) with
N =0,1,2 and T ~ 1 sidereal day, thereby including the Lower et al. (2020) value as
one possible option (with N = 0). This result is in good agreement with the HMM anal-
ysis: the three peaks in the post-glitch frequency posterior generated by the HMM lie at
Af/f =269x107°,2070x 10~°, and 3869 x 10~°. Fortunately, independent observa-
tions at the Parkes radio telescope constrain the size of the glitch well, with Jankowski
et al. (2021) measuring Af/f = 270.52(3) x 10~°. This value is consistent with the
Lower et al. (2020) estimate and the smallest peak in y¢(t,). Note that we do not expect
the tallest peak in the post-glitch frequency posterior to always correspond to the true
glitch size when confounded by periodic scheduling (Dunn et al., 2021a).

3.4.3 | PSR J1622—-4950

PSR J1622—-4950 is a special object: it is a magnetar which shows large torque variations,
with much larger variations in f than the DOI fig + 1 x 107"*Hzs " allowed in the
initial search for glitches (Camilo et al., 2018). While this glitch candidate is not vetoed
by removing ToAs either side of the glitch, it is probably an artifact caused by the first-
pass DOI being too restrictive. We note that the sequences of most likely f and f states
using the initial search parameters run up against the edges of the DOIL. We re-analyse
the dataset using a DOI which is somewhat expanded in both f and f, with boundaries
in f at fiq+5x 107° Hz and boundaries in f at f;q+1x 107" Hzs™, searching for any
glitch candidates in exactly the same way as before. No glitch candidate is detected in
this reanalysis, so we do not consider this candidate further. For completeness, Figure 3.7
shows the sequence of most likely frequencies and the posterior frequency probability
for the re-analysis with the extended DOI. The posterior has a relatively complex struc-
ture, because both the timing noise included in the HMM and the errors on individual
TOAs are large, giving the HMM significant freedom in finding viable sequences of hid-
den states. The large torque variations in PSR J1622—4950 make it difficult (though not
impossible) to obtain a phase-connected timing solution covering timespans longer than
a few months (Levin et al., 2010). We note briefly that the HMM offers a straightforward
method of obtaining the pulse numbering and hence a phase-connected solution: from

the sequence of most likely frequencies f (t,) and frequency derivatives f (t,) it is easy to
calculate the number of pulses during each gap via equation (3.1). From this information
the relative pulse numbering is easily derived, and a phase-connected solution obtained.

3.4.4 | PSR J1709-4429

We measured a glitch in this pulsar during the ToA gap between MJD 58172.9 and MJD
58227.7, with size Af /f = (2405 + 3) x 10~°. The log Bayes factor over the no-glitch
model is 220.

Plots of f (t,) and Iny(t,) are shown in Fig. 3.9. This detection corresponds to a
glitch which was previously reported as occuring at MJD 58178 + 6 with a glitch size
of Af/f =54.6+1.0 % 107° (Lower et al., 2018; Lower et al., 2020). The glitch reported
previously is smaller than the one we recover in this analysis. As with the glitches in PSR
J0835—-4510 and PSR J1452—-6036, the post-glitch frequency posterior is multiply peaked,
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with peaks separated by ~ 1/(1 sidereal day) due to periodic observation scheduling.
Dunn et al. (2021a) found that a combined dataset incorporating both the UTMOST data
release and observations taken at the Parkes Observatory is consistent with Af/f =
(2432+0.1)x 107°. Hence we expect that the glitch size recovered by the HMM reflects
the true glitch properties.

3.4.5 | PSR J1740-3015

In the follow-up analysis of PSR J1740—-3015 we detected two glitches. One glitch occurs
in the ToA gap between MJD 57459 and MJD 57486, withsize Af / f = (225+14)x1 0°°,
and is detected with a log Bayes factor of 1.43 x 10°. The second glitch occurs in the
ToA gap between MJD 58229 and MJD 58243, with size Af /f = (829+14)x10~°, and
is detected with a log Bayes factor of 9.37 x 10°. Plots of f (t,) and In y4(t,) are shown
in Fig. 3.11.

The first glitch was initially reported by Jankowski et al. (2016) based on UTMOST
data. They reported Af/f = (227.29 + 0.03) x 10~°, consistent with the HMM esti-
mate. Multiple peaks are visible in y¢(t,) after the second glitch. However, this second
glitch was also reported by Basu et al. (2020) based on data taken at the upgraded Giant
Metrewave Telescope; they reported Af / f = 837.4(2)x107°, consistent with the HMM
analysis. No post-glitch recovery term was included in their fit.

Two additional glitches have been reported in this pulsar during the timespan cov-
ered by the UTMOST first public release, occurring at MJD 57296.5 + 0.9 and MJD
57346.0 + 0.6 with sizes Af /f = 1.30 £0.04 x 10~ and Af /f = 1.94+0.02 x 10’
respectively (Jankowski et al., 2015a; Jankowski et al., 2016). We do not detect these
glitches in our analysis. This is not surprising, as the 90% upper limit listed in Table 3.6,
namely Af°*"/f = 41 x 107° (see Section 3.5), is an order of magnitude larger than the
reported sizes of the undetected glitches.

3.5 | Size upper limits

Having detected nine glitches among seven pulsars out of the 283 pulsars searched, we
now turn to the question of completeness of this glitch sample. In Section 3.5.1 we dis-
cuss the 90% frequentist upper limits set on 282 UTMOST pulsars, which are the main
result of this section®. In Section 3.5.2 we compare these upper limits to the observed
population of glitches, and discuss the completeness of the sample of glitches reported
in this work. Finally in Section 3.5.3 we investigate how much quasi-exponential glitch
recovery affects the upper limits of Section 3.5.1.

3.5.1 | Frequentist limits

In order to assess completeness, we set 90% frequentist upper limits A f 99% on the sizes

of undetected glitches for each pulsar in the UTMOST data release. The upper limit is
defined, such that there is a 90% probability of detecting a glitch of size Af 99% in the
correct ToA gap, if the glitch occurs at a random epoch distributed uniformly over the

*We are unable to set a 90% upper limit for the magnetar PSR J1622—-4950, as discussed in Section 3.5.1.

84



40

30

Count

20

10

—10 -9 -8
10%10(Af90%/f>

Figure 3.1: Histogram of 90% frequentist upper limits on fractional glitch size for the 282
UTMOST pulsars analysed in this paper.

entire dataset (excluding the first two and last two ToAs). In Sections 3.5.1 and 3.5.2, for
the sake of simplicity, we do not include a jump in f at the glitch epoch or an exponential
post-glitch recovery; the latter effect is considered in Section 3.5.3. The probability of
detection for a given pulsar and a given A f is estimated with 100 synthetic datasets gen-
erated using LIBSTEMPO with a randomly chosen glitch epoch and noise injected at the
level reported in the UTMOST data release. The injected noise includes both Gaussian
ToA measurement error and timing noise, e.g. spin wandering intrinsic to the pulsar
(Goncharov et al., 2021). The procedures for generating the synthetic datasets and es-
timating A f 99% are described in Appendix 3.A2. The prescription for choosing HMM
parameters is identical to the prescription for real data, as laid out in Section 3.3. A sys-
tematic upper limit injection study of this kind is practical only because the HMM runs
fast and automatically without human intervention (Melatos et al., 2020).

Figure 3.1 shows a histogram of Af 0% s f for the 282 pulsars analysed here. The ma-
jority (96%) of the Af°°™/f values lie between 10~ and 1077, The mean fractional
upper limit for our sample is (Af°°”/f) = 1.9 x 107, The minimum Af°°*/ f value is
4.5x 107" for the millisecond pulsar PSR J1730—2304, while the maximum is 2.7 x 1077
in the young pulsar PSR J1123—6259. We do not list every value of Af°*"/f here for
readability, but Table 3.6 lists the values for the seven pulsars in which we report at least
one glitch in Section 3.4. A complete list of Af 90% yvalues can be found in the Supple-
mentary Materials.

No upper limit is obtained for PSR J1622—-4950, where strong timing noise in the HMM
(see Section 3.4.3) and a periodic observation schedule mean that it is not possible to
attain a detection probability of 90% for any plausible glitch size. Typically, even in the
presence of significant timing noise one can increase Af to a point where timing noise
can no longer account for the frequency jump. However, if observations are periodic as
they are here, with a period of 1 sidereal day, then glitches with sizes Af larger than
N /(1 sidereal day) (where N is an integer) are recovered as glitches with size Af —
N /(1 sidereal day). Hence they may never be detected by the HMM if the timing noise
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Object  Af°°%/f
x107°
J0835—-4510 6.7
J1257-1027 1.2
J1452-6036 14
J1703—-4851 12
J1709-4429 12
J1731-4744 62
J1740-3015 41

Table 3.6: 90% frequentist upper limits on the undetected glitch size in the seven UT-
MOST pulsars for which at least one glitch is detected by the HMM.

is large enough to account for a change in frequency of Af — N/(1 sidereal day).

For the data analysed here, the sensitivity of the HMM is principally controlled by the
largest observing gaps in the data. Large gaps allow for significant deviations in the spin
frequency to be absorbed into the timing noise model in the HMM, with the expected
fractional upper limit proportional to f, max,, x,,. When this effect dominates, a regular
and frequent observing cadence is most useful in obtaining more stringent upper limits.
However, we caution that this is not true in all regimes. When the observing cadence is
short enough, or the allowed wandering due to timing noise is small enough, the sensi-
tivity of the HMM is instead controlled by the phase uncertainty incorporated into the
HMM via the x parameter (see Section 3.3.1). In this case the expected fractional upper
limit is roughly proportional to 2micY *(x,)”", and increasing the cadence (decreasing
(x,)) further will give lower sensitivity, if x is dominated by the contribution from o,
which is independent of x,.. We refer the reader to section 6 and appendix G of Melatos
et al. (2020) for further discussion on the sensitivity of the HMM glitch detector.

3.5.2 | Population-level comparison

We compare the upper limits obtained in Section 3.5.1 to the observed size distribution
aggregated across the entire pulsar population, as recorded in the Jodrell Bank Obser-
vatory (JBO) glitch catalogue’ (Espinoza et al., 2011). This is not exactly a like-for-like
comparison: the catalogue of observed glitches combines a wide variety of datasets and
analyses, with varying observation scheduling and glitch detection strategies. Neverthe-
less it is instructive to ask what categories (if any) of glitches observed in other pulsars
are not detectable by the HMM in the UTMOST data release.

Fig. 3.2 shows a histogram of all Af/f values listed in the JBO glitch catalogue over-
laid with a histogram of the upper limits obtained in this analysis. There is a population
of detected glitches in the JBO catalogue with 1002 <A flf < 10~° which are smaller
than the 90% upper limits obtained for most of the pulsars in our sample. Glitches in this
size range are unlikely to be detected by the search in this paper. Of course, this raises the
interesting question of whether some glitches in the JBO catalogue with Af/f < 107°
are false alarms. This comes down to distinguishing timing noise from glitches through
Bayesian model selection and calculating A f 9% for the relevant observational studies

"http://www.jb.man.ac.uk/pulsar/glitches/gTable.html
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Figure 3.2: Histogram of size upper limits A f 90% s f computed in Section 3.5.1 (orange)

compared with sizes Af /f detected in the entire pulsar population in the Jodrell Bank
Observatory catalogue (blue).

in the literature, a task which is challenging without an unsupervised algorithm like the
HMM (Janssen and Stappers, 2006; Chukwude and Urama, 2010; Espinoza et al., 2014;
Yu and Liu, 2017).

By way of comparison, we briefly highlight three other investigations of glitch de-
tectability which are similar in spirit to the current work. Janssen and Stappers (2006)
performed Monte Carlo injections for a single pulsar, PSR J0358+5413, finding that glitches
as small as Af/f = 107! can be detected by eye. It is unclear, however, how confi-
dently such glitches can be detected. Espinoza et al. (2014) employed an automated glitch
detection algorithm to search for glitches in the Crab pulsar, and reported a minimum
glitch size in that case, which is intrinsic to the pulsar and not an artifact of the detec-
tor performance. This technique has also been applied to the Vela pulsar, and a lack of
small glitches was reported in that case also (Espinoza et al., 2021). However, the detec-
tor returns a large number of (anti-)glitch candidates which must be classified after the
fact as timing noise or glitches. This obstructs the characterisation of the detector in a
controlled environment via a suite of synthetic data tests, as well as the application of
this technique to a large number of datasets. Yu and Liu (2017) assessed the complete-
ness of the glitch catalogue reported in Yu et al. (2013) through Monte Carlo simulations
in which glitch detection was performed using TEMPONEST. They concluded that the
reported glitch catalogue contains all glitches detectable by manual inspection of tim-
ing residuals. However the criterion for a positive detection relies on knowing the true
glitch epoch; it cannot be extended to finding previously unknown glitches. We em-
phasise that although some glitches may be missed, the upper limits calculated here are
derived from simulated searches of every pulsar individually.
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3.5.3 | Post-glitch recovery

Many (but not all) glitches exhibit a degree of recovery over timescales of days to months,
such that part (or all) of Af reverses, leaving a permanent frequency jump Af, (Shemar
and Lyne, 1996). The recovery is typically modelled as one or more exponential terms in
the post-glitch frequency evolution, viz.

M
f(£)=F(0)+ Afy+ ) Afe'm (3.11)

for a hypothetical glitch occurring at t = 0, where the Af; are the sizes of the M expo-
nentially recovering components, with recovery timescales 7;. In many events one has
M = 1, but where the pulsar is well-observed following the glitch, more exponential
terms may be incorporated, e.g. M < 4 (Dodson et al., 2002). The glitch population as a
whole exhibits a wide variety of recovery behaviour. Values of the healing parameter

0o LA
NESHY

are typically between 0 and 1, with Q < 1 being more common for large glitches
(Af,/f 2 107°) (Yu et al,, 2013).

In Section 3.5.1 we set 90% frequentist upper limits on the sizes of undetected glitches
assuming a glitch model (both in the simulated data and the HMM) with no recovery
(ie. Q = 0). We now investigate whether including recovery in the simulated data
significantly changes these upper limits. To this end, we recompute 90% frequentist
upper limits as in Section 3.5.1, but now assume that the glitch recovers completely (i.e.
Q =1 in the simulated data) on a timescale of 7; = 100 d, typical of many pulsars (Yu
et al., 2013). Note that we do not modify the phase model of the HMM in any way — no
attempt is made to model the exponential recovery as part of the glitch detection step.
Fig. 3.3 shows a histogram of the ratios between the Q = 1 and Q = 0 values of Af 90%
for each pulsar. In the majority of cases the effect of recovery is not severe: for 87%
of the pulsars one obtains A ngg;/" < 5A nggg/". Hence we do not expect complete glitch
recovery on month-long timescales to affect significantly the results presented in Section
3.5.1. The outliers with large ratios A nggiA’ /A nggff’ typically have small intrinsic f;g, with

(3.12)

fLs > —10"">Hzs '. In this regime the extra f due to quasi-exponential recovery is
much larger than the range of f in the DOI, which covers only +0.1 f; 5 (see Section 3.3.3).
Hence the HMM struggles to track the evolution of f and f , and is correspondingly less
sensitive. Conversely, for six pulsars we have 0.8 < A fgi"{/"/ A ngSZ) < 1. In all but one
case these pulsars are monitored with relatively high cadence, and have sufficiently wide
ranges in the f DOI to allow the tracking of the extra f from the exponential recovery®
Hence we expect that the change in f from the recovery allows the HMM to detect
glitches more readily in this regime.

®In the remaining case, which is PSR J1736—2457, we expect that simple statistical fluctuation is the
cause: the observing cadence is relatively low, with several gaps of 10-60 days present in the data. In this
case, when relaxations are included and the effect of a glitch on f and f can decay away within one or
two post-glitch ToAs, the estimated value of A f 90% may depend somewhat on the epochs of the injected
glitches in the synthetic datasets.
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Figure 3.3: Histogram for 282 UTMOST pulsars of the ratio of 90% glitch size upper limit

computed with a completely recovering glitch (A ngg;%’) to the 90% upper limit computed

with no recovery (A ngE;/(’ .

The above analysis only considers one point in the space of possible (Q, 7;) choices
(though it is a fairly typical point). A full exploration of the Q-7; plane for every pulsar
in the UTMOST data release is beyond the scope of this paper. We emphasise that the
conclusions drawn about upper limits here and in Section 3.5.1 are conditional not only
on the analysis method but also on the assumed glitch model, a feature of any timing
analysis.

3.6 | Conclusion

In this paper we present a search for glitches using a HMM in 283 pulsar timing datasets
released by the UTMOST pulsar timing programme, covering observations taken be-
tween October 2015 and August 2019. We detect nine glitches among seven pulsars, all
of which have been previously reported. The inferred Af is usually consistent with pre-
vious discoveries, except when there is ambiguity due to near-periodic scheduling (Dunn
et al., 2021a). In this case the discrepancy in Af can be large, viz. an integer multiple
of T™!, where T is the observation scheduling period. For all the glitches detected in
this work, complementary observations by other observatories allow the unambiguous
determination of Af. In principle the Af inferred from an HMM analysis may be biased
by quasi-exponential post-glitch recovery, which is not included in the HMM in its cur-
rent implementation. However, this effect is demonstrated to be small for the glitches
measured in this work, typically < 2% for the 7 objects studied here. Incorporating
post-glitch recoveries into the HMM (at the expense of introducing new parameters) is
a priority for future work.

For each object, we perform injection studies to set frequentist upper limits on the size
of undetected glitches. The mean 90% upper limit on the fractional size of undetected
glitches is (Af°°*/f) = 1.9 x 10®. The smallest value of Af°°*/f is 4.1 x 107",
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Table 3.7: Top and bottom five — f (At) values among pulsars observed by UTMOST. The
Pearson correlation coefficients between Af/f and the forward (r,) and backward (r_)
waiting times are also listed.. The objects in the top (bottom) half of the table are more
likely to exhibit cross-correlations between glitch size and forward (backward) waiting
time.

Object N, —f(At)Hz) r, r_
J1709-4429 5 1.8x107° 0.66 —0.47
J1803-2137 6 1.4x107° 091 —0.24
J0835-4510 20 1.2x107® 0.24  0.55
J1048-5832 6 6.0x10™* 0.58 -0.48
J1105-6107 5 4.2x107* 0.87 -0.37
J1731-4744 5 4.4x10° -0.71  0.99
J1740-3015 36 3.5x107°  0.29 -0.02
J1705-1906 4 1.2x107°  0.97 -0.54
J1825-0935 7  1.1x10°  0.91 -0.30
J190240615 6 2.0x107° 0.49 -0.31

calculated for the millisecond pulsar PSR J1730-2304. The largest value of Af°°”/f is
2.7 x 1077, calculated for the young pulsar PSR J1123—6259. Obtaining more stringent
upper limits using the existing data would require a more complete characterisation of
the timing noise and a comprehensive understanding of how different timing noise mod-
els ought to be included in the HMM, a challenge which is faced by other glitch detection
schemes (Chukwude and Urama, 2010; Espinoza et al., 2014; Singha et al., 2021a). Inde-
pendent of these timing noise considerations, future observing campaigns can provide
stricter upper limits with higher cadence and/or more sensitive observations. We show
that glitch recovery has a mild effect on the upper limits; the upper limits for 87% of the
objects increase by no more than a factor of 5, if it is assumed that the undetected glitch
recovers completely on a fiducial time-scale of 100 d.

Understanding the completeness of glitch catalogues is essential to falsifying models
of glitching behaviour. For instance, Melatos et al. (2018) predicted (under certain weak,
astrophysics-independent assumptions) that pulsars with large values of —f (At) (where
(At) is the mean waiting time between glitches) should show significant correlations
between the size of a glitch and the forward waiting time to the next glitch. Similarly,
pulsars with small values of — f (At) are predicted to be the most likely to exhibit correla-
tions between glitch size and backward waiting time, although the latter correlations are
predicted to be weaker. As a foretaste of what is possible, Table 3.7 shows the five high-
est and five lowest values of —f (At) amongst the pulsars which have been observed in
the first UTMOST data release, as well as the Pearson corrrelation coefficients between
Af/f and the forward and backward waiting times. While most of these pulsars do
not yet have enough glitches observed for any statistically significant conclusions to be
drawn, there is tentative evidence for strong forward correlations in the pulsars with
the largest values of —f (At). Continued high-cadence monitoring of these pulsars and a
good understanding of the likelihood that a glitch of a given size might not have been de-
tected are essential to falsifying the proposed relations. Improved understanding of the
completeness of glitch catalogues is also important to studies of the physical conditions
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involved. Several authors have investigated the nature of the neutron superfluid in the
inner crust by studying glitching behaviour (e.g. Andersson et al. (2012), Ho et al. (2015),
Montoli et al. (2020), and Montoli et al. (2021)). The quantity of interest is frequently
the cumulative fractional change in spin frequency due to glitches, A o« )} ;Af//f. An
understanding of the completeness of the glitch sample is essential to understanding the
uncertainty on A, and by extension understanding the implications of measured values
of A on the underlying physics.
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3.A1 | Follow-up analysis of vetoed candidates

In Section 3.4 we describe the vetoing of three candidates. Given that these vetos proceed
by removing the ToAs bracketing each of the candidates, there is a chance that genuine
glitch events may be discarded by this procedure, if the glitch is close to the limit of
detectability. In this appendix we investigate each of the vetoed candidates in more
detail, with the aim of clarifying their origin.

3.A1.1 | PSR J0742-2822

The case of PSR J0742—2822 turns out to be straightforward. The dispersion measure
(DM) in the ephemeris file provided in the UTMOST data release was mistakenly quoted
as 681 pccm ™, whereas the correct value is 74 pcem™>. A large error in the DM can
produce significant scatter in the timing residuals, as even small variations in the central
frequency of each observation lead to large corrections to the ToAs. After correcting the
DM in the ephemeris, we find that the scatter in the residuals in the vicinity of the
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candidate is reduced by a factor of 20. Finally, we re-run the HM analysis with the
updated DM value and find no candidate. Hence we reject the initial candidate as non-
astrophysical.

3.A1.2 | PSR J1105-6107

Inspection of the timing residuals surrounding the candidate in PSR J1105-6107 reveals
no obvious features, and inspection of the raw archives similarly reveals no disturbance
in the vicinity of the candidate. As a consistency check, we re-generate the ToAs for
PSR J1105-6107 using pPSRCHIVE (Hotan et al., 2004) and re-run the HMM analysis. No
candidate is returned, and we thus reject the candidate as non-astrophysical.

We are unable to identify a clear reason for the discrepancy between the ToAs in the
data release and the re-generated set. As we are aware, both the archives containing the
folded observations and the standard profile used to generate the times of arrival have
not changed between the UTMOST data release and the re-generation described here.
However, records of the UTMOST data release preparation are not sufficiently detailed
to allow us to check this, and it is possible that the profile used to generate the ToAs in
the UTMOST data release was not optimal (e.g. not sufficiently smoothed).

3.A13 | PSR J1359-6038

Inspection of the timing residuals surrounding the candidate in PSR J1359—-6038 reveals
that a single ToA at MJD 58190.7 is displaced away from the rest of the surrounding
ToAs by approximately 0.4 ms. This is significant compared to the uncertainty on this
ToA of 60 us. To check whether this displaced ToA is due to conditions at the observa-
tory, we inspect the timing residuals of other pulsars that were observed no more than
twelve hours before or after the ToA in question. We identify multiple pulsars in which
the observation nearest MJD 58190.7 is displaced by approximately the same amount
in the same direction, for example PSRs J1146—6030, J1600—3053°, and J1644—4559. Thus
we conclude that the candidate in PSR J1359—-6038 is due to local conditions at the ob-
servatory and has no astrophysical origin.

3.A2 | Synthetic dataset generation and upper limit estima-
tion

In order to set frequentist upper limits we perform injection studies for each pulsar. We
first outline the procedure for generating a single synthetic dataset for one object, which
is based on a given UTMOST dataset (i.e. with identical ephemeris, observing cadence,
and ToA uncertainties), with a glitch of size Af injected.

1. A glitch epoch ¢, is chosen at random, uniformly distributed between the second
and second-last ToAs. Glitches which occur in either the first or last ToA gap are
indistinguishable from a single outlier ToA due to some external factor, so we do
not consider them when setting upper limits here.

’In the case of PSR J1600—-3053 the displaced ToA was removed manually during the preparation of
the public data release.
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2. A new phase model is generated by LiBsTEMPO which matches the UTMOST phase
model, except that a glitch term A, (t) = O(f —£,)Af (t —t,) is added [where O(¢)
is the Heaviside step function].

3. Using the ToAs of the original dataset as a starting point, a new set of ToAs is
generated by shifting the original ToAs slightly so that they show zero residuals
with respect to the new phase model.

4. Noise is introduced into the new set of ToAs at the levels reported in the UT-
MOST data release. We use the add_efac, add_equad, and add_rednoise functions in
LIBSTEMPO, using the EFAC, EQUAD, and red noise parameters reported for each
pulsar in the UTMOST data release.

5. The new phase model and new set of ToAs are saved as a synthetic dataset.

This procedure ensures that the synthetic datasets closely match the true datasets in
various important aspects, e.g. basic timing model parameters, observing cadence, and
noise characteristics.

The procedure for estimating the probablity of detection for a glitch size Af [denoted
P4(Af)] in a single pulsar is straightforward:

1. Generate 100 synthetic datasets with a glitch of size Af injected, according to the
procedure in the paragraph above.

2. Analyse each dataset with the HMM following the method outlined in Section 3.3.

3. For each dataset, determine the Bayes factor K between the model M, (k;,;) with a
glitch included in the ToA gap indexed by k;,; corresponding to the injected glitch
epoch and the model M, with no glitch included.

4. The proportion of synthetic datasets with K > Ky, gives an estimate of P4(Af).

Finally we give a simple prescription for estimating the value of A f°°% from Py(A %)
0.9, i.e. the 90% upper limit on the size of undetected glitches in each pulsar.

1. Choose the starting range of glitch sizes to be [Af, Af,] = [107°,107°] Hz.

2. Choose a glitch size Af by bisecting the range logarithmically, i.e.,
log,,(Af) = log,(Af) + [loglo(Af+) - loglo(Af—)]/Z (3.13)

where all the frequencies are understood to be in units of Hz.
3. Calculate P4(Af) as outlined previously.

4. If [P4(Af) — 0.9| < 0.01, terminate and take Af as the 90% frequentist upper limit
Af90%.

5. Otherwise, revise the glitch size range as follows:

(@) If Py(Af) > 0.9, set Af, = Af.
(b) If P4(Af) < 0.9, set Af. = Af.

6. Return to step (ii).

This is essentially a binary search over possible upper limits.
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3.A3 | Posterior distributions and frequency tracks for HMM
analyses

This appendix collects Figs. 3.4-3.11 showing the sequence of most likely frequencies
f (t,) and heatmaps of the frequency posterior distributions y((t,) for the eight pulsars
which are followed up with glitch parameter estimation analyses as described in Section
3.4. The structure of each figure is essentially the same: the left panel shows f (t,) asa
function of the MJD, and the right panel shows In[y¢(t,)] as a function of ToA gap index.
The values of In[yf(t,)] have been clipped below to aid readability. The vertical axis in
both cases extends over the full f range in the DOI for each analysis. In some cases y¢(t,,)
displays multiple peaks; see Section 3.4.1 and (Dunn et al., 2021a) for further discussion
of this phenomenon. Both f (t,) and y¢(t,) are obtained using the forward-backward

algorithm (Rabiner, 1989). We also remind the reader that f (t,) is the sequence of most
likely states at each timestep (i.e. it is constructed from the sequence of modes of the
posterior distribution of states) — it is not the most likely sequence of states, which may
instead be calculated using the Viterbi algorithm (Rabiner, 1989). However, the difference
between these two sequences is typically small (Melatos et al., 2020), and so we prefer
to use f (t,)

We also include in Fig. 3.12 an illustrative plot showing the frequency derivative pos-
terior distribution (¢, ) from the follow-up analysis of PSR J1371-3744. As mentioned
in Section 3.4, we do not include equivalent plots for every pulsar, as the coarse discreti-
sation of f in the DOI leads to relatively uninformative f posteriors. In the exemplar
plot, yf( ») shows support over a significant fraction of the DOI, particularly after the
glitch occurs at the 103rd ToA, making it difficult to make useful inferences about the
evolution of f over the dataset. Note that the heatmap shows y j» not its natural loga-
rithm, unlike Figs. 3.4-3.11.
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Figure 3.4: Sequence of most likely frequencies f (t,) (left) and heatmap of posterior fre-
quency probability In[ys(t,)] (right) for the HMM follow-up analysis of PSR J0835-4510.
Frequency is on the vertical axis in all panels, and the range of the vertical axis is the full
range of the DOI. Note that the horizontal axes for the two panels are not exactly the
same: the left panels have MJD on the horizontal axis, while the right panels have ToA
gap index on the horizontal axis instead, for ease of plotting. The three rows correspond

to sections 1, 2 and 3 from top to bottom as described in Table 3.5.
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Figure 3.6: As in Figure 3.4, but for PSR J1452—-6036.
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Figure 3.11: As in Figure 3.4, but for PSR J1740-3015.
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A new small glitch in Vela discovered
with a hidden Markov model

This chapter is a reproduction of Dunn et al. (2023a), Monthly Notices of the Royal Astro-
nomical Society 522.4, pp. 5469-5478.

Abstract

A striking feature of the Vela pulsar (PSR J0835—4510) is that it undergoes sudden in-
creases in its spin frequency, known as glitches, with a fractional amplitude on the order
of 107® approximately every 900 days. Glitches of smaller magnitudes are also known to
occur in Vela. Their distribution in both time and amplitude is less well constrained but
equally important for understanding the physical process underpinning these events.
In order to better understand these small glitches in Vela, an analysis of high-cadence
observations from the Mount Pleasant Observatory is presented. A hidden Markov
model (HMM) is used to search for small, previously undetected glitches across 24 years
of observations covering MJD 44929 to MJD 53647. One previously unknown glitch
is detected around MJD 48636 (Jan 15 1992), with fractional frequency jump Af/f =
(8.19+0.04) x 107'° and frequency derivative jump Af /f = (2.98+0.01)x 10~*. Two
previously reported small glitches are also confidently re-detected, and independent esti-
mates of their parameters are reported. Excluding these events, 90% confidence frequen-
tist upper limits on the sizes of missed glitches are also set, with a median upper limit of
Af°%/f = 1.35 x 107°. Upper limits of this kind are enabled by the semi-automated
and computationally efficient nature of the HMM, and are crucial to informing studies
which are sensitive to the lower end of the glitch size distribution.
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4.1 | Introduction

The electromagnetic spindown of pulsars is sometimes interrupted by a glitch — a sudden
increase in the spin frequency. At the time of writing, 670 glitches among 208 pulsars
have been recorded in the Jodrell Bank Observatory (JBO) catalogue' (Espinoza et al.,
2011). Glitches provide a valuable window into the interior physics of neutron stars, but
the underlying physical cause of glitches remains unknown; see Haskell and Melatos
(2015) for a review of proposed mechanisms.

One of the most prolific glitching pulsars is the Vela pulsar (PSR J0835-4510), which
has 24 recorded glitches since its discovery in 1968 (Large et al., 1968). Historically it
has been a target of extensive monitoring (e.g. Cordes et al. (1988) and Dodson et al.
(2007)] and many studies of glitching behaviour [e.g. Dodson et al. (2002), Melatos et al.
(2008), Shannon et al. (2016), Palfreyman et al. (2018), Fuentes et al. (2019), and Espinoza
et al. (2021)). Vela has been monitored extensively by the Mount Pleasant Observatory
near Hobart, Australia, accumulating roughly two decades of high-cadence timing data
between 1981 and 2005 (Dodson et al., 2007). This has proved to be a rich source of infor-
mation on the timing behaviour of Vela, revealing several large glitches, including high
time resolution observations of the large glitch of January 2000 (Dodson et al., 2002).
The high density of the observations also enables the identification of more subtle tim-
ing features. Using later single-pulse observations of the 2016 Vela glitch from Mount
Pleasant (Palfreyman et al., 2018), Ashton et al. (2019a) related the observed, short-term,
post-glitch recovery to the dynamics of three coupled components in the stellar inte-
rior. Separately, Espinoza et al. (2021) presented a systematic search for small glitches
and other irregularities in Vela’s rotation, finding two new small glitches as well as a
population of small-amplitude changes in the spin frequency of both signs, which are
regarded as a component of the timing noise (Cordes et al., 1988; D’Alessandro et al.,
1995; Chukwude and Urama, 2010).

While timing data from Vela have been investigated extensively over the years, it is
not common practice to employ Monte Carlo simulations to quantify the completeness
of the glitch catalogues reported based on these data (Janssen and Stappers, 2006; Yu
and Liu, 2017). In this paper, we use a hidden Markov Model (HMM) to address this
gap (Melatos et al., 2020)*. The method has previously been successfully used to correct
glitch parameter values whose estimation was confounded by periodic scheduling (Dunn
et al., 2021a), and to set upper limits on the size of undetected glitches in datasets from
timing programmes undertaken at both Parkes (Lower et al., 2021) and UTMOST (Dunn
et al., 2022b).

We provide an overview of the HMM glitch detector in Section 4.2. Upon conducting
an automated HMM search for missed glitches between Nov 21 1981 and Oct 24 2005,
we discover one small new glitch, discussed in Section 4.3. In Section 4.4 we present
re-detections and re-analyses of the two small glitches previously detected by Espinoza
et al. (2021). Finally, we put systematic frequentist upper limits on the size of any further
missed glitches in our Vela dataset, as discussed in Section 4.5.

*http://www.jb.man.ac.uk/pulsar/glitches/gTable.html
*https://github.com/Idunn/glitch_hmm
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4.2 | HMM glitch detector

In this section we give a brief outline of the HMM glitch detection algorithm. The reader
is referred to Melatos et al. (2020) for a complete description, and to Rabiner (1989) for
an overview of HMMs.

421 | Pulsar timing in an HMM framework

HMMs assume that the system in question has a well-defined internal state at each
timestep, which evolves according to some Markov process. However, the internal state
is “hidden”; we rely on some proxy measurement which implies a probability of occu-
pying each hidden state. In this paper the system is the Vela pulsar, and the internal
state is the combination of its spin frequency f and frequency derivative f (discretised
on a grid). The measurements are the barycentred pulse times of arrival (ToAs), which
are connected to the underlying hidden states by the requirement that the number of
rotations accumulated between two consecutive ToAs should be an integer (allowing
for small deviations away from this requirement due to uncertainty on the ToAs and
the discretisation of f and f). This requirement is represented in the HMM through the
“emission probability”, which expresses the probability of observing a particular mea-
surement (namely the gap between consecutive ToAs, denoted by z) given the system is
in a particular hidden state (f and f pair, denoted by g;). Mathematically, we write the
emission probability Pr(z | g;) in terms of a von Mises distribution

exp[x cos(21tD)]
2nly(x)

Pr(z | g;) = (4.1

where @ denotes the number of turns accumulated during the ToA gap z given an (£, f)
pair, x is a parameter containing the uncertainty in the phase due to both ToA uncer-
tainty and the discretisation of f and f, and I,(x) is the zeroth modified Bessel function
of the first kind. Explicit expressions for @ and x as a function of g; are given in equa-
tions (1) and (2) of Dunn et al. (2022b), and the mathematical form of Pr(z | ¢;) given in
equation (4.1) is justified in Melatos et al. (2020).

The Markov process which drives the evolution of the hidden state is assumed in this
work to be a random walk in the frequency derivative, i.e.

d*f

L=, 42)
where &(t) is a white noise term satisfying

(&(t)) =0, (4.3)

(E(HE()) = oind(t — 1), (4.4)

where o7y is a free parameter which determines the strength of the timing noise in-
cluded in the model. Equation (4.2) applies in the interval between glitches. At any in-
stant where a glitch occurs, f and f jump discontinuously by A f, and A ]i, respectively
(where p denotes permanent; see Section 4.2.3). The no-glitch ephemeris generated by

100



traditional timing methods provides an approximation to the initial conditions satisfied
by equation (4.2).

In the above approach to pulsar timing we track the underlying spin evolution based
on measurements of the phase locally, as inferred from consecutive ToAs, rather than
construct a model of the phase globally. Approaching this task using an HMM allows
us to take advantage of existing algorithms to efficiently compute useful quantities such
as the posterior distributions on f and f, as well as the probability of an observed data
set, given a particular model (i.e. the Bayesian evidence). The computational framework
provided by the HMM formalism is a central motivation for adopting this approach.

4.2.2 | Glitch detection with the HMM

As mentioned in the previous section, the structure of the HMM makes it computation-
ally efficient to compute the model evidence Pr(D | M) where D is the data analysed and
M is some particular setup of the HMM. The algorithm used to perform this calculation
is known as the forward algorithm (Rabiner, 1989; Melatos et al., 2020). In particular, we
can specify two classes of models. In one, denoted M), the evolution of the pulsar’s ro-
tation is governed solely by a combination of secular spindown and timing noise. In the
other, denoted M, (k;,k,, ..., k,), the evolution of the pulsar’s rotation is governed by
the secular spindown and timing noise except during n ToA gaps containing glitches in-
dexed by {ky, k,, ..., k,}. The characteristics of the glitch are not specified by the model
except that the frequency jump Af, is assumed to be instantaneous and constrained to
be positive. An instantaneous jump in frequency derivative A f;, is also allowed, and may
be of either sign.
With the above setup, model selection proceeds by computing the Bayes factors

_ Pr[D | M, (k)]

Ky(k) = —- IR (4.5)

These K, (k) are compared against a detection threshold Ky, which is chosen ahead of
time according to the analyst’s preference. Here we follow Melatos et al. (2020) and
Dunn et al. (2022b) in choosing In(Ky,) = 1.15 (corresponding to Ky, = 10'/?). The
possibility of multiple glitches in a dataset is handled via the greedy procedure described
in section 4.2 of Melatos et al. (2020). Briefly, if at least one K (k) exceeds Ky,, we choose

k* = argmax K, (k) (4.6)

2<k<Np-1
and proceed to calculate the Bayes factors

« _ Pr [D | Mz(k*;kz)]
) D TR ) 7

for 2 < k, # k¥ < Np — 1. This procedure repeats until none of the computed Bayes
factors exceed Ky,.

4.2.3 | Glitch measurement with the HMM

In order to measure the glitch properties using the HMM, we require estimates of the
value of the hidden state as a function of time. To do this, we use the forward-backward
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Figure 4.1: Illustrative heatmap showing the hidden state posterior y, (t,) for a single
timestep in the analysis of the glitch event described in Section 4.3. The color scale
reflects the posterior density at the 85th timestep, ), (ts5). The plotted range in f and
f reflects the complete allowed space of hidden (f, f) states in this analysis, and the
hidden state posterior is well-localised within this range.

algorithm (Rabiner, 1989; Melatos et al., 2020), an extension of the forward algorithm
which is used to calculate the model evidences, to obtain the posterior distribution on
the hidden state g, = (f, f) at each timestep. This distribution is denoted by Vai(tn)-
The t, are the timestamps associated with the observed data used in this analysis: the
barycentred times of arrival. Thus we emphasise that y, (t,) is evaluated at a discrete
set of times typically separated by one to a few days. An exemplar heatmap of y,,(¢,)
is shown in Figure 4.1. From this posterior we construct the one-dimensional posteriors
for f and f by marginalising over f and f, respectively denoted vs(t,) and yj(t,).

We take the mode of )4(t,) at each timestep to construct the sequence of most likely
frequencies during each ToA gap, denoted f"(t,). An analogous procedure is used to
construct the sequence of most likely frequency derivatives, f*(t,). For the purposes of
parameter estimation, our model for the phase induced by a glitch includes a permanent
(indicated by a subscript p) step change in phase®, frequency, and frequency derivative
at the epoch of the glitch £, as well as an exponentially decaying component (indicated

by the subscript d):

Ad,(t) = O(t —t,) {A(j) + Af(t—t,) + %A folt = 1) + T4A fy [1 - e_(t_tg)/Td]}. (4.8)

*The step change in phase in equation (4.8) does not represent a physical process. Rather it allows us
to account for an incorrect estimate of the glitch epoch ¢, in a manner which is relatively easy to fit. A
physical step change in phase may occur if, for example, there is a change in the magnetic longitude of
the pulsar’s radio beam due to magnetospheric processes at the time of the glitch, e.g. Palfreyman et al.
(2018), but we do not consider such processes here.

102



In equation (4.8), ©(x) denotes the Heaviside step function. With the exception of the
glitch described in Section 4.4.2, we set Afy = 0. To estimate the glitch parameters
from the HMM output we fit the time derivative of equation (4.8) to the post-glitch
values of f7(t,) using the LMFIT package (Newville et al., 2014). The f"(t,) values are
assigned uncertainties based on the width of y¢(t,), estimated as the standard deviation
of a Gaussian distribution fitted to y(t,). These Gaussian fits are also performed using
LMFIT.

The HMM differs from the traditional method of fitting a global phase model to the
ToAs. Although the HMM incorporates phase information from the ToAs directly through
Pr(z | g;) (see Section 4.2.1), it returns information about the evolution of f and f, rather
than parameters of a phase model which applies over the entire dataset. Hence if we
are to estimate the parameters of the glitch using the HMM we are obliged to model the
post-glitch frequency evolution rather than phase evolution. Glitch parameter estima-
tion based on the values of f*(t,) and f*(t,) has been performed in previous analyses
(Dunn et al., 2021a; Dunn et al., 2022b). The results therein as well as in Sections 4.3
and 4.4 of this work return glitch parameters broadly in line with those returned by
traditional TEMPO2 or TEMPONEST-based analyses. In all cases the parameter estimates
should be understood as conditional on the model assumed. In the case of the HMM this
includes both the HMM’s model of the dynamics of f and f [e.g. equation (4.2)] as well
as the model of post-glitch frequency evolution used [viz. equation (4.8)].

4.3 | A small glitch at MJD 48636

Here we describe the detection and subsequent analysis of a new small glitch in the Vela
pulsar. The data analysed are described in sections 2 and 3 of Espinoza et al. (2021). In
particular we analyse the daily effective times of arrival described in section 3.2, rather
than the full dataset which contains hundreds to thousands of ToAs per day. Using the
full dataset would inflate the computational cost but would not be expected to enhance
the sensitivity of the HMM glitch detector; see Section 4.5.2 for a brief discussion of the
effect of observing cadence on sensitivity. In total the data cover MJD 44929 to MJD
53667, and are broken down into smaller sections, typically using either known glitches
or large observing gaps as boundaries. Where possible, the data sections are allowed to
overlap somewhat to mitigate the chance of missing a glitch which lies close to a section
boundary.

For each section we use TEMPOZ to fit values of f, f and f to incorporate as an initial
condition the local, secular evolution of the pulsar in the HMM analysis. In a few cases
where the data section begins immediately after a large glitch and its associated recovery,
we exclude the first ~50 days of data to avoid the majority of the recovery, which the
HMM is unable to handle without artificially inflating the strength of the timing noise
tracked by the HMM [see equation (4.12)]. Shannon et al. (2016) found evidence for a
common recovery timescale in PSR J0835—4510 of 25 days (in addition to a much longer
timescale of 1300 days which the HMM is not confounded by), so by excluding 50 days
we expect to exclude approximately 86% of the recovery (i.e. two e-foldings). Details
of the data sectioning are given in Table 4.1.
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Section M]JD start MJD end

1 44964 45191
2 45211 45446
3 45421 46257
4 46285 46562
5 47894 48049
6 48030 48456
7 48475 48549
8* 48551 48719
9 48680 49558
10 49560 49590
11 49594 49919
12 49882 50367
13 50370 50703
14 51294 51424
15 51425 51558
16 51559 52039
17 52001 52339
18 53095 53192
19 53194 53218
20 53223 53500
21 53528 53667

Table 4.1: Details of the data sectioning used for the HMM glitch search. Horizontal
rules indicate the location of known glitches. The asterisk indicates the data section
containing the newly discovered glitch described in Section 4.3.
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43.1 | Detection of the new glitch

As discussed in Section 4.2.2, the HMM detects glitches by Bayesian model selection,
comparing models which contain a glitch in a given ToA gap to the model which contains
no glitches.

In analysing the stretch of data between MJD 48551 and MJD 48719, the HMM re-
turns a glitch candidate between the ToAs at MJD 48635.6 and MJD 48636.6, with a
log Bayes factor In[K; (k*)] = 2.4 (k" = 81). Fig. 4.2 shows In[Kj (k)] for each ToA gap,
indexed by k. A clear peak is visible at k* = 81. The HMM is sensitive to even sin-
gle ToAs which are significantly displaced from the trend. Therefore we check that the
glitch candidate is not due to a non-astrophysical disturbance of the surrounding ToAs
by re-running the analysis with the two ToAs bracketing the glitch candidate removed.
A log Bayes factor of 2.9 is returned, confirming that the candidate is not simply due to
a disturbed ToA in the immediate vicinity of the glitch. The veto procedure of removing
the bracketing ToAs is necessary because the HMM cannot itself distinguish between a
ToA which is in error due to radio frequency interference (RFI), or an observation with
low signal-to-noise ratio, and so on, and a ToA which is displaced because of a glitch.
The HMM treats all ToAs equally. In accommodating a displaced ToA it may be that the
HMM inference prefers a glitch-containing model which “explains” the displaced ToA
via some change in (f, f) over the model with no glitch, and hence a spurious glitch
candidate is returned. Furthermore, due to the inclusion of spin-wandering in the HMM
via equation (4.2), an incorrect model which includes a spurious change in (f, f) is free
to wander back to the true spin evolution over the longer term. Hence the inclusion of
data taken long after the RFI event does not significantly penalise the incorrect model.
This is in contrast to a model which does not include spin wandering, where a change
in (f, f) induces phase residuals which grow monotonically over time. We expect ty to
be either immediately before or after a displaced ToA, so re-running the search with the
ToAs bracketing the glitch candidate removed eliminates the RFI scenario.

We also check that dispersion measure (DM) effects are not masquerading as a glitch.
We measure the evolution of the DM over the data span containing the glitch candidate
using the high-cadence ToAs at 635 and 950 MHz [with a cadence of approximately 2
minutes at both observing frequencies covering about 70% of each day (Espinoza et al.,
2021)], looking for sharp changes in the DM around the epoch of the glitch candidate. No
such changes are apparent and we find that a linear model with a DM of 68.288 pc cm ™
at MJD 48616 and a slope of —0.036 pccm ™ yr~ ' describes the data well. This is a minor
change from the original DM model which is constant at 68.29 pccm™ for the section
of data containing the glitch candidate. Re-analysing the data with the refined, linearly-
sloping DM model increases the log Bayes factor of the candidate marginally to 2.5, and
we use the refined DM model in the rest of the analysis. Finally, we check for further
glitches in this stretch of data following the greedy procedure outlined in Section 4.2.2.
None of the K,(k", k,) exceed K,.

The next most significant glitch candidate over the full 24 years of data has In[K| (k)] =
0.3. The mean value of In[K; (k)] across the full 24 years (excluding the stretch of data
containing MJD 48636) is (In[K, (k)]) = —2.21, with a standard deviation of 1.05. The
glitch candidate at MJD 48636 is thus a clear outlier, and unlikely to simply be a timing
noise excursion. The event at MJD 48636 was also flagged in the analysis performed by
Espinoza et al. (2021), but was ultimately discarded. Its characteristics, and the grounds
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Figure 4.2: Sequence of In [Kj (k)] for each ToA gap in the section of data containing the
glitch described in Section 4.3. A clear peak is visible at the 81st ToA gap, corresponding
to MJD 48635.6 — MJD 48636.6. The threshold In(K,;,) = 1.15 is shown as the dashed
line.

on which it was discarded, are summarised in Appendix 4.Al.

4.3.2 | Parameter estimation

With the detection of the new glitch established, we move on to estimate its parameters,
following the procedure outlined in Section 4.2.3. The key outputs from the HMM for
this purpose are the marginalised posteriors of f and f, heatmaps of which are shown
in the top two panels of Fig. 4.3. We note two features of these heatmaps, which also
apply to the analogous figures for the glitch events described in Section 4.4, namely
Figs. 4.5 and 4.6. First, the value shown on the heatmaps between t, and t,,; is the
value of the posterior distribution evaluated at t,,. For long ToA gaps this can give the
impression that the frequency remains constant for many days in certain parts of the
post-glitch heatmap, for example between MJD 48650 and MJD 48660 in the top left
panel of Fig. 4.3. We prefer for transparency to have this aspect of ., (t,,) reflected in the
heatmaps, rather than choose an interpolation scheme which artificially evolves y, (t,)
over a single ToA gap to give the impression of smooth f and f evolution. Second,
the posteriors visibly widen at either end of the data span, and close to the epoch of
the glitch ty This is a real effect, because at those times the evolution of the hidden
state is less constrained. Typically the posterior at a given time t,, is constrained by the
data preceding and following t,, and data which are further separated from ¢, are less
constraining. However, the posterior at £, < t, is not constrained by the data at {,, > t,,
because of the considerable freedom in both f and f evolution allowed at ty. The same
argument applies to posteriors calculated at £, > t,, which are not constrained by the
data at t,, < t,.

We also note the small fluctuations in f*(t,) which are visible in the bottom right panel
of Fig. 4.3. These are real in the sense that they are not visual artefacts, and correspond
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Parameter (units) HMM fit (via LMFIT) TEMPONEST fit

t, (MJD) 48635.64 48635.64
A¢ (turns) N/A (-1.5+0.8)x107°
Af, (Hz) (9.24+£0.03) x10™°  (9.3+0.8)x107°
Af, Hzs™) (—4.67 £0.01) x 107"° -3.2717x 107"

Table 4.2: Glitch model parameters returned by the HMM (via LMFIT) and TEMPONEST for
the new small glitch described in Section 4.3.2. In both cases the glitch epoch is taken to
be immediately after the last pre-glitch ToA, to match the HMM. With TEMPONEST we do
not fit for t,, instead fitting for the unphysical parameter A¢. The given ranges are the
90% confidence intervals in the LMFIT case, and 90% credible intervals in the TEMPONEST
case.

to genuine changes in the mode of y(t,) by one f bin at a time. However, given that
the scale of the fluctuations is much smaller than the width of y f(tn), we do not ascribe
any physical significance to these features.

Parameter estimation with the HMM proceeds by fitting the maximum a posteriori
values of the spin frequency, f7(t,), against the model for the post-glitch frequency
evolution given by the time derivative of equation (4.8). Note that when performing the
latter analysis, the values of f, f and f are fitted using only the pre-glitch data. This
is in contrast to the HMM analyses searching for undetected glitches where the values
are derived using the complete data in each section (at this stage, there is no notion of
pre- and post-glitch, as a glitch has not yet been detected). Fitting to the pre-glitch data
ensures that the derived f*(t,) and f*(t,) tracks are approximately flat before the glitch
occurs, which simplifies the parameter estimation.

As a control experiment, we also estimate the glitch parameters using TEMPONEST
(Lentati et al., 2014), which includes both deterministic terms [f, f, f, and the glitch
parameters A, Af,, and A ﬁ) in equation (4.8)] and a model of the phase residuals due
to timing noise as a red noise process with power spectral density

2 _/3
_ A S
P(f) - 127_(2 (fyr) ) (49)

where f, = (1 yr) .

The results of the HMM and TEMPONEST fits are reported in Table 4.2. The TEMpPO2
phase residuals before and after fitting for the glitch with TEMPONEST are shown in Fig.
4.4. Note that the post-fit residuals in Fig. 4.4 are not flat. The TEMPONEST phase model
includes timing noise as a sum of sinusoids (Lentati et al., 2013), and the sinusoids are
not subtracted from the phase when forming residuals in TEMpPO2. Hence the sinusoidal
structure in the post-fit residuals reflects the analytic form of the timing noise assumed in
the TEMPONEST analysis. The rms of the post-fit residuals is 2.5x 10™* s. To compare this
value with the value expected from the TEMPONEST results, we assume that the residuals
from TEMPONEST are dominated by the lowest-frequency component of the red noise
process, which has frequency T~ where T = 0.459 yr is the total timespan of the data
section containing the glitch. Given the returned red noise parameters A = 10~%* yr*/?

5
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Figure 4.3: (Top) Heatmaps of the marginalised posterior distributions of f (left) and f
(right) for the data section containing the newly discovered glitch described in Section
4.3.2. (Bottom) Sequence of a posteriori most probable f (left) and f (right) states over
time, for the same data section. The values of f and f are relative to the pre-glitch timing
solution, hence they are flat and centred on zero in the pre-glitch region.

B = 8.3, we expect rms residuals 0 oc 4/P(T~!) on the order of

L\ B2
L 4 (T ) ) (4.10)

O T vizn \ Fr

ie. 0 ~2.7x107*s, in agreement with the post-fit rms residuals. Equation 4.10 assumes
an effective bandwidth ~ 1/T to match the spacing of frequency components used in
TEMPONEST.

With a fractional glitch size of Af /f = (8.19 +0.04) x 107" (according to the HMM
estimate), this is the second smallest glitch reported in Vela.*

4.4 | Other small glitches

In this work we do not re-analyse formally the several large (Af/f > 107°) glitches
which occurred during the 24-year observing span, as their existence is almost certainly
beyond dispute, and is verified by a quick and informal check with the HMM. However,
for the sake of completeness, and to compare with the results of previous work, we do
investigate the two small glitches reported by Espinoza et al. (2021), using the HMM.
This section presents the findings of the investigation. In short, both events exceed the
HMM’s Bayes factor threshold for detection, viz. In Ky, = 1.15.

“The smallest is a glitch with Af/f = 3.9 x 107'° which was reported by Jankowski et al. (2015b),
although subsequently Lower et al. (2020) have suggested that a timing noise-only model is favored.
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Figure 4.4: Phase residuals from TEMPO2 before (top) and after (bottom) fitting for the
new small glitch at MJD 48636 with TEMPONEST. The location of the glitch is marked by
the vertical dotted line. Note that the post-fit residuals are not flat, because the TEMPON-
EST fit includes a timing noise component which is not subtracted from the residuals.
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Parameter (units) HMM fit (via LMFIT) TEMPONEST fit  Espinoza et al. (2021)

t, (MJD) 48549.9 48549.9 48550.37 +0.03
A¢ (turns) N/A (0.4+1.3)x107° N/A
Af, (Hz) (5.86 £ 0.01) x 10™® (5.7+0.1)x10"*  (6.21 £0.05)x 107*
Af, Hzs™) (-5.6 £0.1)x 107"  -0.3"23x 107" (-16.5+0.3)x 107"

Table 4.3: Glitch model parameters returned by the HMM (via LMFIT) and TEMPONEST
for the small glitch of 1991 described in Section 4.4.1. In the second and third columns
the glitch epoch is taken to be immediately after the last pre-glitch ToA, to match the
HMM. With TEMPONEST we fit for A¢ instead of t,. The given ranges are the 90% confi-
dence intervals in the second and fourth columns, and 90% credible intervals in the third
column.

4.4.1 | A small glitch in 1991

Espinoza et al. (2021) reported a small glitch in Vela at MJD 48550.37(2) with Af =
6.21(3) x 10" Hz. We first check whether the HMM re-detects this glitch, analysing
data between MJD 48475 and MJD 48630. We find a single glitch candidate during the
ToA gap between MJD 48549.9 and MJD 48551.9, with In [K;(k*)] = 107.9 (k" = 57).
This is a clear detection.

We then estimate the glitch parameters taking the same approach as in Section 4.3.2,
using both the HMM and TEMPONEST separately. The results of these analyses are shown
in Table 4.3, along with the parameter estimates from Espinoza et al. (2021). As the
evolution of f7(t,) is nonlinear over the full post-glitch timespan, we fit only the first 30
days’ worth of post-glitch evolution to the HMM output, and only fit for Af, and A fp.
This approach matches the approach taken in Espinoza et al. (2021). For the TEMPONEST
fits, we do not truncate the data, but nor do we fit for a A fp term. The estimates of

A fp and A fp from the HMM, TEMPONEST, and Espinoza et al. (2021) differ significantly.
All three 90% credible (or confidence, for TEMPONEST) intervals are disjoint for both
parameters. This is to be expected. The three methods take different approaches to
measuring the glitch parameters and incorporating the effects of timing noise, and so
the underlying models which the estimates are conditional upon differ substantially.
As an example of the effect that including timing noise can have on the recovered glitch
parameters, fitting with TEMPONEST but excluding timing noise from the model produces
a set of glitch parameters which is nearly disjoint from the other three sets listed in Table
43: Af, = (6.68 £0.05) x 10 Hzand Af, = (-2.4 £ 0.8) x 107> Hzs .

442 | A small glitch in 1999

Espinoza et al. (2021) also reported the detection of a small glitch in Vela at MJD 51425.12,
with a detectable exponential recovery. Analysis with the HMM of the data between
MJD 51294 and MJD 51558 reveals a glitch candidate during the ToA gap between
MJD 51424.8 and 51425.9 with In[K, (k)] = 1.4 x 10* (k* = 75).

As in Section 4.4.1, we calculate the posterior distribution of the hidden state and
maximum a posteriori tracks in f and f, the results of which are shown in Fig. 4.5.
Interestingly the HMM finds the event successfully, even though exponential post-glitch
recoveries are not part of the HMM’s dynamical model (Melatos et al., 2020; Dunn et al.,
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Figure 4.5: (Top) Heatmaps of the marginalised posterior distributions of f (left) and f
(right) for the data section containing the 1991 glitch described in Section 4.4.1. (Bottom)
Sequence of a posteriori most probable f (left)and f (right) states over time, for the same
data section. The values of f and f are relative to the pre-glitch timing solution, hence
they are flat and centred on zero in the pre-glitch region.

2021a). This confirms the event’s significance; an HMM model including post-glitch
recoveries (a nontrivial extension which is the goal of future work) would produce an
even higher Bayes factor, i.e. In[K; (k)] > 1.4 x 10*. To accommodate the exponential
decay which is visible in Fig. 4.6 we increase artificially the value of the parameter which
controls the strength of the timing noise included in the HMM, opy, to 5% 1077 Hz s7>/2
(see Section 3.4 of Melatos et al. 2020 for a detailed discussion of the timing noise model
used here). We then estimate the glitch parameters again using LMFIT to fit the post-
glitch evolution of f*(t,) [this time including the exponential decay term in equation
(4.8)] and separately using TEMPONEST to fit the full dataset. The results are shown in
Table 4.4. As in Section 4.4.1 we note that the estimates of the glitch parameters
differ substantially between the three methods, as expected, because the estimates are
conditional on three different signal models. The HMM and TEMPONEST fits are not
significantly improved by including a A ﬁ, term, so we quote results from analyses which
do not include this term.

4.5 | Undetected glitches

4.5.1 | Upper limits

In addition to searching for new glitches, we place upper limits on the magnitude of
undetected glitches using synthetic data injections using LiBsTEMPO (Vallisneri, 2020).
The injected glitches include only a permanent step in frequency, with no change in
frequency derivative or exponential recovery included. We quote 90% frequentist upper
limits for each section of data, denoted A f 99% Frequentist upper limits are based on the
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Figure 4.6: (Top) Heatmaps of the marginalised posterior distributions of f (left) and f
(right) for the data section containing the 1999 glitch described in Section 4.4.2. (Bottom)
Sequence of a posteriori most probable f (left)and f (right) states over time, for the same

data section. The values of f and f are relative to the pre-glitch timing solution, hence
they are flat and centred on zero in the pre-glitch region.

Parameter (units) HMM fit (via LMFIT) TEMPONEST fit Espinoza et al. (2021)
t, (MJD) 51424.85 51424.85 51425.12 +0.02
A¢ (turns) N/A 9.3"87 x 107* N/A
Af, (Hz) (3.47 £ 0.02) x 1077 2.7799 %1077 (2.51 £0.05)x 1077
Af, Hzs™) (-0.91 £0.03) x 107" (0.2+1.7)x107"*  (0.8+0.2)x 107"
Af, Hzs™) N/A N/A (-2.6+0.2)+107*"
Af4 (Hz) (0.80 £ 0.02) x 1077 1.6759x 1077 (1.74+0.05) x 1077
74 (days) 17.5+1.1 31.6%10e 31+2

Table 4.4: Glitch model parameters returned by the HMM (via LMFIT) and TEMPONEST
for the small glitch of 1999 described in Section 4.4.2. In the second and third columns
the glitch epoch is taken to be immediately after the last pre-glitch ToA, to match the
HMM. With TEMPONEST we fit for A¢ instead of ¢,. The given ranges are the 90% confi-
dence intervals in the second and fourth columns, and 90% credible intervals in the third
column.
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Figure 4.7: Frequentist HMM upper limits on the fractional size of undetected glitches
Af°%% ] f across the 24 years of data analysed here.

expected detection rate over many trials. In particular the 90% frequentist upper limits
are the glitch sizes for which we expect to detect a glitch of that size 9 times out of
10, on average. A detailed description of the procedure used to estimate Af 99% yvalues
can be found in Appendix B of Dunn et al. (2022b), except that we opt not to inject red
timing noise into the synthetic datasets. Experience indicates that although accounting
for timing noise is an important part of setting up the HMM glitch detector, the difference
between injecting timing noise and not is quite small when setting upper limits, as long
as the HMM parameters match what has been used in the search. For example, when
setting upper limits on a stretch of data between MJD 48551 and MJD 48719, we find that
the value of Ang% is 1.6 x 1078 Hz without timing noise injected, and 1.7 x 107 Hz
with timing noise injected with parameters A = 107%* yr3/ 2> and = 8.3 [see equation
(4.9)].

Fig. 4.7 shows the fractional upper limits A f 90% f obtained over the full dataset.
Values on the order of 10~ are typical, with significant variation between sections of
the dataset. In the section of data containing the newly reported glitch the fractional
upper limit is 1.0 x 10~°, and the median fractional upper limit across the full dataset
is 1.35 x 10™°. These limits are broadly consistent with the detection limits of Espinoza
et al. (2021), which are roughly between Af/f = 107'° and Af/f = 107°, allowing for
the dependence on Af in those limits. It is challenging to construct Fig. 4.7 without the
automated and computationally fast algorithm provided by the HMM.

4.5.2 | Cadence of observations

Somewhat counterintuitively, the upper limits derived from the HMM are elevated by the
high cadence of the observations. Across a single ToA gap of length z, the uncertainty
in frequency is roughly (Melatos et al., 2020)

1/2 _
0fi = (0hoas + Ofonz) 27, (4.11)
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where oy, ; are the uncertainties on the two ToAs comprising the gap, measured in
turns. Evidently this quantity increases as z decreases, which degrades the sensitivity
of the HMM to small glitches. However, we have the freedom to analyse only a sub-
set of the data in order to increase z. Sensitivity also degrades for long z: the timing
noise included in the HMM means that jumps in frequency during long ToA gaps may
be accomodated as stochastic wandering rather than detected as a glitch. The scale of
frequency wandering due to timing noise included in the HMM is given by

of, = omnz®’?, (4.12)

where o1y is a free parameter which controls the strength of the timing noise, defined
by equation (4.4). In this work opy is on the order of 107'° Hz s7? t0 10718 Hz s7%/2.
In balancing the low- and high-z behaviour, we seek to minimise the quadrature sum
VO 2 + 6f;? with respect to z. This typically leads to an optimal cadence of 7-10 days,
significantly longer than the near-daily cadence of much of the data analysed here. How-
ever, given the data sectioning described in Table 4.1, reducing the data to achieve this
optimal cadence frequently yields fewer than 15 ToAs per section, limiting the ability of
the HMM to track the evolution of the pulsar. Hence in this work we do not analyse
subsets of the data to achieve the optimal cadence.

We emphasise that the considerations presented here are specific to the HMM method,
rather than a generic discussion of the effect of observing cadence on glitch sensitivity:.

4.6 | Conclusion

In this paper we present the results of an HMM-based search for undetected glitches in
the Vela pulsar using the high-cadence dataset from Mount Pleasant Observatory span-
ning 24 years. We discover one new glitch, with fractional size Af /f = (8.19 £ 0.04) x
107", making it the smallest glitch in Vela which is clearly distinguished from timing
noise. We also confidently detect two other small glitches first reported by Espinoza et
al. (2021), and re-measure the parameters of these glitches using both the HMM and TEMm-
PONEST. The parameter estimates are broadly consistent with one another and with the
estimates given by Espinoza et al. (2021), when one considers that they are conditional
on three different signal models. We also employ Monte Carlo simulations to place 90%
frequentist upper limits on the size of undetected glitches, obtaining a median fractional
upper limit of Af°°*/f = 1.35 x 10°. The latter exercise benefits from the automated
and computationally fast nature of the HMM.

These results represent further steps towards a comprehensive understanding of glitch
statistics. Such an understanding is crucial to discriminating between falsifiable, microphysics-
agnostic models of the glitch mechanism on the basis of long-term glitch statistics, e.g.
auto- and cross-correlations between sizes and waiting times (Melatos et al., 2018; Carlin
and Melatos, 2019a). It is also important to understanding correlations between glitch
activity and pulsar parameters, e.g. the spindown rate or age of the pulsar (Fuentes et al.,
2017; Millhouse et al.,, 2022). Quantifying the completeness of glitch catalogues is also
important for analyses which are not directly aimed at investigating glitches, but are
nonetheless sensitive to their presence, for example measurements of braking indices of
glitching pulsars (Lyne et al., 1996; Espinoza et al., 2017; Lower et al., 2021). For pulsars
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of particular interest (e.g. PSR J0534+2200 or PSR J0537—-6910) it may well be worth
applying similar techniques as those employed here to search for missed glitches.
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4.A1 | MJD 48636 event as a candidate in previous searches

The glitch event at MJD 48636 described in Section 4.3 has not been reported until now.
However, it did appear as a marginal candidate in the search for glitches presented by Es-
pinoza et al. (2021). In this appendix we briefly discuss the characteristics of this marginal
candidate as it appeared in that search, and the reasons it was ultimately not recognised
as a genuine glitch at that time.

After the two events which Espinoza et al. (2021) reported as new glitches, the event at
MJD 48636 was the next most significant. It was ultimately discarded for the following
reasons:

« No Af term was detected. This is due to a combination of factors. The automated
glitch detection method fits only small stretches of data at once (10 or 20 days),
and the event at MJD 48636 is followed by just seven days of data and then a
2-week gap. These factors together are likely to be the reason that Af was not
detected.

« The detected Af value was relatively small, and comparable to many other sim-
ilar events which were classified as noise. No quantitative difference was found
between the event at MJD 48636 and these other events.

« In general large data gaps such as the one which follows a few days after this glitch
were treated with caution, and strong claims about marginal candidates involving
these large gaps were avoided.
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First results from the UTMOST-NS pulsar
timing programme

This chapter has been submitted for publication to Monthly Notices of the Royal As-
tronomical Society as L. Dunn et al., “First results from the UTMOST-NS pulsar timing
programme’.

Abstract

The UTMOST-NS pulsar timing programme operated at the Molonglo Observatory Syn-
thesis Telescope from April 2021 to June 2023, observing 173 pulsars with an average
cadence of 50 pulsars per day. An overview of the programme is presented, detailing
the hardware, software, and observing strategy. Pulsar timing results are discussed, fo-
cusing on timing noise and glitches. It is shown that the scaling of residuals due to
timing noise with pulsar parameters and observing timespan is consistent with earlier
studies, but that there is a bias towards recovering smaller spectral indices when the
observing timespan is increased. Second frequency derivatives are investigated, and
it is shown that the uncertainty on v is sensitive to the frequency cutoff in the tim-
ing noise model, varying by three-fold approximately depending on whether Fourier
modes with frequency lower than the reciprocal of the observing timespan are included.
When low-frequency modes are excluded we measure nine non-zero values of . If
these modes are included then one non-zero ¥ is measured. An analytic scaling relating
anomalous braking indices to timing noise amplitude is also validated. Glitches in the
sample are discussed, including three detected by an “online” glitch detection pipeline
using a hidden Markov model (HMM). In total 17 glitches are discussed, one of which,
in PSR J1902+0615, has not been reported elsewhere. An “offline” glitch search pipeline
using the HMM framework is used to search for previously undetected glitches. Sys-
tematic upper limits are set on the size of undetected glitches. The mean upper limit is
Av?*” /vy = 5.3 x 107 at 90% confidence.
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5.1 | Introduction

Precision studies of the rotational behaviour of slow (spin period > 0.1 s) radio pulsars
can provide a wealth of information on the extreme environments in and around neutron
stars. In particular, rotational irregularities known as “timing noise” and “glitches” can
be used to constrain the composition and internal structure of these objects, and the
nature of the coupling between the various components (Haskell and Melatos, 2015;
Chamel, 2017).

Timing noise appears as a low-level, persistent, time-correlated stochastic wander-
ing in the phase of the pulsar. The details differ from pulsar to pulsar, in some cases
being well-modelled as a random walk in the phase, frequency or frequency derivative
(Boynton et al., 1972; Cordes and Helfand, 1980), while in other cases it appears that a
random walk is unable to account for the observed behaviour (Cordes and Downs, 1985;
D’Alessandro et al., 1995; Hobbs et al., 2010). Timing noise is frequently decomposed
as a sum of sinsuoids with a power-law spectrum, possibly with a corner frequency or
a high-frequency cut-off (Lentati et al., 2013; Parthasarathy et al., 2020; Reardon et al.,
2023). Phenomenological modelling of this type does not directly address what causes
the behaviour in the first place, although a number of mechanisms have been proposed,
often involving a superfluid component in the interior of the star (Alpar et al., 1986;
Jones, 1990a; Melatos and Link, 2014; Meyers et al., 2021a).

Timing noise is an important confounding factor for performing precision pulsar tim-
ing measurements. In pulsar timing this often arises in the context of measuring the
second frequency derivative ¥, which is of particular physical interest because of its con-
nection with the long-term braking mechanisms at play (Lyne and Graham-Smith, 2012).
Values of ¥ derived from analyses which are not timing noise-aware are often contam-
inated (Hobbs et al., 2010; Chukwude and Chidi Odo, 2016; Onuchukwu and Legahara,
2024) — such values of ¥ are in some cases themselves used as a measure of timing noise
strength (Taylor, 1991; Matsakis et al., 1997). However, under certain circumstances even
analyses which do incorporate a timing noise model can fail to fully account for the in-
fluence of timing noise on the measured value of ¥ (Vargas and Melatos, 2023a; Keith
and Nitu, 2023).

Glitches, in contrast to the continuous, low-level variations of timing noise, are step
changes in the pulse frequency. They are often associated with a step change in fre-
quency derivative, and an exponential relaxation back towards the pre-glitch trend (Lyne
and Graham-Smith, 2012). This phenomenological model of a glitch and its recovery is
widely used, but as with timing noise the question of the underlying physical mechanism
is far from settled (see e.g. Haskell and Melatos (2015) for a review). Often the super-
fluid interior is invoked, as significant angular momentum may be transferred from this
component to the solid crust, to which the electromagnetic emission is tied (Alpar et al.,
1984b; Link and Epstein, 1991; Jones, 1998; Peralta et al., 2006). It has also been suggested
that mechanical failure of the crust under strain (a “starquake”) may play an important
role in the glitch mechanism (Ruderman, 1976; Link and Epstein, 1996; Middleditch et al.,
2006; Kerin and Melatos, 2022).

The mechanisms involved in the glitch phenomenon may be probed both by close
study of individual glitches, when sufficiently detailed data are available (Dodson et al.,
2002; Palfreyman et al., 2018; Ashton et al., 2019a), and population-level studies investi-
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gating both the statistics of glitches in individual pulsars (Melatos et al., 2008; Espinoza
et al., 2014; Melatos et al., 2018; Carlin and Melatos, 2019a; Carlin and Melatos, 2019b;
Carlin and Melatos, 2020; Fuentes et al., 2019; Ho et al., 2020) as well as the statistics
across the pulsar population as a whole (Lyne et al., 2000; Espinoza et al., 2011; Fuentes
et al., 2017; Eya et al.,, 2019; Millhouse et al., 2022). The latter especially are reliant on
large-scale observing campaigns (Espinoza et al., 2011; Yu et al., 2013; Jankowski et al.,
2019; Basu et al., 2022; Keith et al., 2024) and reliable glitch detection strategies (Espinoza
et al., 2014; Yu and Liu, 2017; Melatos et al., 2020; Singha et al., 2021a).

In pursuit of a dataset which could form a platform for studies of these phenomena,
the UTMOST-NS pulsar timing programme operated from April 2021 to June 2023, mon-
itoring 173 pulsars with daily to weekly cadence. The UTMOST-NS programme used the
refurbished north-south arm of the Molonglo Observatory Synthesis Telescope (MOST),
and was undertaken as part of the broader UTMOST project (Bailes et al., 2017; Deller
and Flynn, 2020; Day, 2022; Mandlik et al., 2024) which had already revived the east-west
arm as a pulsar timing instrument (hereafter referred to as UTMOST-EW) (Jankowski et
al., 2019; Lower et al., 2020). In large part the UTMOST-NS programme was a continua-
tion of the UTMOST-EW timing effort, with similar motivation and significant overlap
in targets.

The paper begins with a discussion of the observational foundations of the timing
programme (Section 5.2), from the details of the telescope configuration to the observing
strategy and the radio frequency interference environment. We then set out the pulsar
timing framework which is used throughout the rest of this work (Section 5.3), before
moving on to investigations of timing noise (Section 5.4), second frequency derivatives
(Section 5.5), and glitches (Section 5.6) in the context of the UTMOST-NS dataset. We
conclude and look to future work in Section 5.7.

5.2 | Observations

5.2.1 | System overview

The pulsar timing programme is performed using the north-south arm of the Molonglo
Observatory Synthesis Telescope (MOST), which was refurbished as part of the UT-
MOST" project (Bailes et al.,, 2017; Deller and Flynn, 2020; Day, 2022). The refurbished
system is referred to as UTMOST-NS. A complete description of the system can be found
in Mandlik et al. (2024); here we give a brief overview of its basic characteristics.

The north-south arm of the MOST is composed of two 778 m x 12.7 m paraboloid
cylindrical reflectors, with a total collecting area of 19800 m*>. UTMOST-NS consists
of 66 x 1.4 meter long individual array elements called cassettes, each containing eight
dual-pole patch antennas, which are primarily installed in a “dense core” near the centre
of the arm. The total collecting area visible to these cassettes is 1375 m”’.

The operating frequency range of UTMOST-NS is 810-860 MHz. The typical system
equivalent flux density (SEFD) for the timing measurements is 680 Jy, and the typical
system temperature is 170 K. The performance of the telescope over the duration of the
programme and the estimation of flux densities for pulsars in our sample are discussed

'UTMOST is not an acronym.
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in Appendix 5.A1.

UTMOST-NS operates as a transit instrument with no moving parts — pointing along
the meridian is performed electronically via beamformers. The primary beam has an
extent of 2.5 degrees in the east-west direction, 12.7 degrees in the north-south direction,
and the beam can be pointed in the north-south direction from —90° to approximately
+25° in declination. Pulsars are thus typically visible within the half-power points of
the primary beam for between 5 and 25 minutes, depending on their declination.

Sky frequencies are down-converted using a 900 MHz signal, which is referenced to a
station clock, consisting of a Valon 5007 frequency synthesiser disciplined by a 10 MHz
GPS standard.

We primarily use the bright millisecond pulsar PSR J0437—4715 to monitor and correct
for small clock jumps, which typically take place after losses of power to the entire sys-
tem, or other disruptions. Over the course of the timing program, six such corrections
are logged, lying in the range 4.2 us to 18 us. These corrections are cross-checked for
consistency against another millisecond pulsar, J2241-5236. This low dispersion mea-
sure (DM) pulsar scintillates and is used as a consistency check on the clock rather than
as a primary reference because it was not always detected in daily transits.

For timing purposes, we take the geographical reference position of the telescope to
be the same position used for the pulsar timing programme on the east-west arm: a
latitude of —35° 22’ 14.5518”, a longitude of 149° 25’ 28.8906”, and an elevation of 741
meters in the International Terrestrial Reference Frame (2008) coordinates assuming a
Geodetic Reference System 1980 ellipsoid. The latitude and longitude were determined
in a geodetic survey made by Geoscience Australia in Nov 2012, and the altitude was
measured using a consumer GPS device (Garthwaite et al., 2013; Jankowski et al., 2019).

5.2.2 | Target selection and observing strategy

The primary science goal for the UTMOST-NS timing programme is the study of timing
irregularities in canonical pulsars®. The target selection and observing strategy is focused
on high-cadence (typically < 5 d) monitoring of those canonical pulsars which have high
enough mean flux densities (> 5 mJy at 840 MHz, see Appendix 5.Al) to be seen in the
time they take to transit the primary beam.

An initial list of approximately 250 candidate pulsars was selected using the mean flux
densities in the timing program on the east-west arm of the array (Jankowski et al., 2019).
Timing data were acquired for this set of pulsars during commissioning of the upgrade
to the north-south arm in 2020 and 2021, and the timing list pared down to 173 pulsars
to be monitored regularly based on whether the pulsars were successfully detected in
these early observations.

Although the majority of the target pulsars are canonical, we include a handful of
millisecond pulsars (MSPs), primarily for the purpose of monitoring the stability of the
system clock. These are also particularly useful, because high-cadence monitoring of
MSPs serves as a cross-check of timing integrity, when glitches or other step-changes in
behaviour are found by our real-time detection system, such as the transient profile event
observed in PSR J1737+0747 (Xu et al.,, 2021; Singha et al., 2021b; Jennings et al., 2022).
We also include the radio-loud magnetars PSR J1622—4950 (Levin et al., 2010) and PSR

*That is, slow (spin period > 20 ms), non-binary, non-magnetar pulsars.
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J1809-1943 (Camilo et al., 2006; Levin et al., 2019). Although we are not able to establish
timing solutions for either magnetar due to low numbers of detections, PSR J1809—-1943 is
particularly valuable as a testbed for the Fast Radio Burst (FRB) search pipeline “Adjacent
Beam Classifier” (ABC) developed for commensal operation with pulsar timing (Mandlik,
2024).

The observing schedule is constructed semi-automatically. Many targets can be ob-
served daily. In cases where multiple pulsars overlap in right ascension and the available
transit time does not permit us to dwell on each for long enough to create a high-quality
ToA, we cycle through sets of targets on consecutive days. Broadly speaking, pulsars in
regions away from the Galactic plane are mostly observed daily, while pulsars in busy
regions of the Galactic plane are observed with a 2- to 6-day cadence. Fig 5.1 shows the
locations of the 173 pulsars, and indicates regions of the sky in which daily, and 2- to
6-day candences are performed by cycling through the available pulsars in transiting re-
gions of sky. The observations are conducted automatically around the clock, based on
these schedules, using the HADES observing system. ABC searches for FRBs both during
pulsar observations, and while the scheduler is waiting for the next program pulsar to
transit the beam (Mandlik et al., 2024).

5.2.3 | RFI environment

As with all radio facilities, contamination of pulsar observations by radio frequency
interference (RFI) presented challenges over the course of the timing programme. In
particular, the UTMOST-NS operational frequency band (810-860 MHz) overlaps with
handset emissions from two Australian mobile phone networks, as well as local sources
of narrowband interference (aka ‘birdies’). Very strong signals from 3G and 4G mobile
phone base-stations occur at 780-790 MHz and 870-890 MHz, on either side of our op-
erating band, requiring sharp roll-off high- and low-pass filters at the band edges. Due
to the site location, which is a flat valley surrounded by hills, and the low local popula-
tion density, these transmissions rarely rendered an entire observation unusable. Rather,
they are well localised in time (typically lasting less than a minute) and frequency (occu-
pying at most 20% of the total observing band). This typical pattern of RFI is cleaned very
successfully using XPROF, a tool which uses knowledge of the pulsar profile, flux density
and ephemeris to judiciously clean off-pulse regions in sub-integration and frequency
channel space.

Figure 5.2 shows an example observation contaminated by cell network signals before
and after cleaning. The frequency bands occupied by two cell network transmissions
are clearly visible in the pre-cleaning frequency-phase plot (top left), occupying roughly
825-830 MHz and 840-845MHz. Each transmission occupies only one or two 20s
subintegrations, as shown in the pre-cleaning time-phase plot (top middle). The right-
most plots show the fully integrated profiles pre- and post-cleaning. Although the pulse
profile is clear in both plots, the pre-cleaning profile shows obvious contamination in
the off-pulse region, which is largely removed by the cleaning procedure.

For the pulsars that were regularly timed in the programme, the overall median per-
centage of data deleted in an observation is 16%. This includes the automatic 10% deleted
at the edges of the frequency band, as these regions are often overwhelmed by loud RFI,
which interferes with XxPROF’s ability to properly clean the data. The per-pulsar medians
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Figure 5.2: Before (top row) and after (bottom row) example demonstrating successful
RFI cleaning using xPROF for the observation of PSR J1534—5334 taken at 2021-10-08-
04:29:08, with the frequency-phase (left) and time-phase (middle) heatmaps, and the
fully integrated pulse profile (right). Significant contamination from multiple cell net-
work transmissions (825-830 and 840-845 MHz) is visible in the pre-cleaning plots, and
largely absent in the post-cleaning plots.
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range between 11% and 24%.

5.2.4 | Timing pipeline

There are several intermediate stages between the data stream acquired at the telescope
and the pulse times of arrival which are the primary final data product of the timing
programme.

The initial folded archives are produced from tied-array beam data at 10.24 us time
resolution using DSPSR (van Straten and Bailes, 2011) which performed the coherent
dedispersion and folding according to a stored ephemeris. These archives have 512 fre-
quency channels covering the 50 MHz bandwidth and two orthogonal linear polarisa-
tions, although only the total intensity has been used in this work.

Once the raw folded archives have been produced, they are passed through the RFI
mitigation step — see Section 5.2.3 for a description of the RFI environment at Molonglo
and the mitigation procedures.

The RFI-cleaned archives are finally processed into ToAs using pat, a component of
PSRCHIVE (Hotan et al., 2004), to cross-correlate the observed pulse profile against the
standard profile and thus derive a pulse arrival time and associated uncertainty. The
standard profiles are generated by smoothing high signal-to-noise ratio (S/N) observa-
tions of each pulsar. Where available, we use the standard profiles generated for the
UTMOST-EW pulsar timing programme (Jankowski et al., 2019; Lower et al., 2020).
For pulsars which were not observed on the east-west arm, we obtained standard pro-
files from observations taken by the MeerKAT telescope (Johnston et al., 2020), or from
UTMOST-NS observations. The generated ToAs and uncertainties are stored along with
additional metadata (e.g. S/N for the observation, duration of the observation). Only
ToAs with S/N greater than 7 are regarded as “good” ToAs to be used in further timing
analysis. In total 18360 such ToAs pass this cut out of the final data set of 34575 UTMOST-
NS observations. 370 observations which produce a ToA with S/N > 7 were judged to
be RFI-contaminated and manually excluded, leaving 17990 science-ready ToAs.

As a demonstration of the timing accuracy achieved by the UTMOST-NS system, Fig-
ure 5.3 shows the timing residuals for the UTMOST-NS observations of the millisecond
pulsar PSR J2241-5236, covering the time period between May 2021 and June 2023 and
comprising 120 times of arrival. The mean ToA uncertainty is 4.8 ys, and the weighted
rms of the residuals over the full observation period is 3.2 ps.

5.3 | Pulsar timing

In this section we introduce the primary pulsar timing methodology used throughout
this work. Section 5.3.1 presents the components of the timing model, including both de-
terministic and stochastic contributions, and Section 5.3.2 discusses the Bayesian model
selection procedure used to decide which components should be incorporated into the
timing model for a dataset.
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Figure 5.3: Timing residuals from UTMOST-NS observations of the millisecond pulsar
PSR J2241-5236. The weighted rms is 3.2 ps.

5.3.1 | Timing framework

We adopt a pulsar timing framework which uses the ENTERPRISE (Ellis et al., 2020) pulsar
inference package in conjunction with LiBsTEMpo (Vallisneri, 2020) and TEmPo2 (Hobbs
et al., 2006). ENTERPRISE allows the user to construct a model for the pulsar ToAs which
incorporates both deterministic and stochastic processes, i.e. t = t4 + t, Where
t is the vector of ToAs. The deterministic contribution is generated by the standard
phase model provided by TEMP02 (Edwards et al., 2006), and contains both the intrinsic
deterministic evolution of the pulsar, expressed as a low-order Taylor series in the time
coordinate of the pulsar’s reference frame, as well as the kinematic Doppler contribution
associated with the transformation between the pulsar reference frame and the reference
frame of the telescope. While there are in principle a large number of parameters which
determine the form of t 4, in this work we primarily restrict our attention to the pulsar’s
intrinsic rotational frequency and its first two derivatives, v, v, and v, as well as the
pulsar’s position on the sky, expressed in terms of right ascension « and declination 6.
In some cases further parameters are necessary to obtain a good fit, e.g. binary orbital
elements and proper motions, but we leave these fixed at the values recorded in the
first UTMOST data release (Lower et al., 2020) where applicable, or the ATNF pulsar
catalogue (Manchester et al., 2005). In cases where a clear glitch has been detected from
visual inspection of the residuals we include a corresponding glitch term in our phase
model, viz.

(Pg(t) = A(;bp + Avp(t — tg) + %Af/p(t _ tg)z

— tahvge TN Ot - t,). (5.1)
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Here A¢,, Ay, and Av, denote permanent step changes in ¢, v, and v respectively.
The exponential term represents a decaying step in frequency of magnitude Av; which
relaxes on a timescales 74. The factor O(f — f,) is the Heaviside step function, and ¢,
indicates the glitch epoch. All parameters except ¢, are allowed to vary when inferring
the glitch properties.

There are two stochastic processes of interest. The first is white noise in the residuals
due to ToA measurement uncertainty oy, calculated by pat, and two additional param-
eters EFAC and EQUAD, which account for misestimation of 01,4 due to e.g. non-ideal
profile templates or intrinsic profile variation (Liu et al., 2011; Shannon et al., 2014), viz.

o, = (EFAC)’03,, + (EQUAD)>. (5.2)

The second stochastic process is a long-term “wandering” in the residuals, commonly
known as timing noise. The contribution to ¢ from the latter process is assumed to have
a power spectral density (PSD) of the form

2 -p
_ Ared f

and is modelled in ENTERPRISE as a set of harmonically related sinusoids. Note that in
this parametrisation A,.4 is dimensionless. By default the sinusoids have their lowest
frequency at 1/T,,, and extend up to 30/T,,, in increments of 1/T,,,. However, this
is easily modified, and we also consider a “long-period” timing noise model where the
lowest frequency is instead at 1/(2Ty,,y ), but still extending up to 30/T,, in increments
of 1/(2T gpan), so this model has twice as many sinusoids overall. Although it is possible
to fit for the amplitude of each harmonic separately and then combine these into an
estimate of the form of the PSD, here we opt instead to constrain the PSD to take the
form of equation (5.3) and estimate A,.q and f. In this approach, A,.4 and f play the role
of hyperparameters: the prior distributions on the amplitudes of each harmonic are fixed
by P(f), and subsequently marginalised over (Lentati et al., 2013). We do not include
models for chromatic stochastic processes, such as variations in the DM or scattering
(Goncharov et al., 2021). Given the small fractional bandwidth of our observations, these
effects are covariant with achromatic red noise (Lower et al., 2020).

We adopt a Bayesian approach to inferring the various parameters of the different
processes in the pulsar timing models. ENTERPRISE constructs an appropriate likelihood
function for a model M, L(t | 8, M), where O is a vector of parameter values. Given
this likelihood along with a prior distribution on the parameters of interest, Pr(0), we
use the MULTINEST (Feroz et al., 2009) nested sampling package to explore the parameter
space and estimate the posterior distribution of 0,

L(t] 6, M)Pr(6)

Pr(O | ¢, = 54
(0 | t, M) Pr(t | M) (5.4)

as well as the model evidence,
Pr(t | M) = Jd@[(t | 6, M) Pr(0). (5.5)

The model evidence is also denoted by Z.
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Parameter Prior range

a, 0, v, v p” +5000A,
% +50000;3sTepnn
Ag, A, p* £ 5000A,
log, ,(Av, /Hz), log, ,(Av;/Hz) [-10, 4]
log,o(a/d) [-1,3]
log, ,(EFAC) [-1,0.7]
log, ,(EQUAD/s) [-8,-2]
1og,o(Area/yr*’?) [~14,-7]
g 2,10]

Table 5.1: Prior ranges used in ENTERPRISE analyses described in Section 5.3. All prior
distributions are (log-)uniform. For a timing model parameter p, the best-fit value of
the parameter returned by an initial TEMPO2 fit is denoted by p*, and the associated
uncertainty is denoted by A,. The rms of the phase residuals from the TEMPO2 fit is
denoted by 0,-

5.3.2 | Parameter inference and model selection

To go from the pulsar timing framework described in the previous section to inference
results for the pulsars in our sample, we must first decide on what data are to be in-
corporated into the analyses. For those pulsars which were timed as part of both the
UTMOST-EW and UTMOST-NS timing programmes, we combine the two datasets to
maximise the timing baseline. This includes a majority of the UTMOST-NS pulsars, with
93% (150) having previous data from the UTMOST-EW programme, and 83% (134) with
a total timing baseline of more than 7 years. Those pulsars for which only UTMOST-NS
data exist have timing baselines between approximately 6 months and 2 years.

The values of the timing model parameters are informed by an initial least-squares fit
performed using TEMPO2, which for each timing model parameter p returns a best-fit
value p* and an associated error estimate A,. The priors on the timing model parame-
ters are then taken to be uniform on p* + 5000A,,, with the following exceptions. When
performing the initial least-squares fit we do not fit for ¥, and the prior on ¥ is taken
to be iSOOOormSTS_p‘Zn. If a glitch is included in the fit, then the initial least-squares fit is
performed with no decay term included. The parameters A¢ and Av, are treated in the
same way as other timing model parameters. However, the permanent and decaying fre-
quency increment are taken to have a log-uniform distribution on [107'° Hz, 10~* Hz],
while the decay timescale is taken to have a log-uniform distribution on [107" d, 10> d].
The log-uniform distributions on the frequency increments reflect the fact that a priori
their individual orders of magnitude are not well-constrained, even though their sum is
reasonably well-measured by the initial least-squares fit. See Section 5.6.5 for further dis-
cussion on the treatment of the decaying component in the glitch parameter estimation.

We do not necessarily expect all of the processes described in Section 5.3.1to be present
in every dataset. A minimal model includes deterministic residuals due to timing model
parameter errors and stochastic residuals due to ToA measurement error, but not every
pulsar displays detectable levels of timing noise, and many pulsars have no detectable
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second frequency derivative. To assess the presence of these additional processes in each
dataset we perform model selection by computing the model evidence Z for six models
(itemized) using MULTINEST, and the Bayes factors B;, = Z;/Z, indicating the pairwise
favouring of one model over another (assuming all models are a priori equally likely).
For each pulsar we select between six models:

« NIL: This is the minimal model, which only includes contributions from a timing
model with ¥ = 0 and white measurement noise.

« TN: This includes everything from NIL, plus a red noise component parameterised
by A,.q and f [see equation (5.3)], with low-frequency cutoff at 1/Tp,,.

« TNLONG: The same as TN, except that the low-frequency cutoffis instead at 1 /(2T sp,,)-

« F2: This includes everything from NIL, plus a deterministic component due to the
presence of a ¥ term.

« TNF2: This is the maximal model, including everything from NIL, plus the red noise
component as in TN and the second frequency derivative as in F2.

« TNLONGF2: The same as TNF2, except that the low-frequency cutoff is instead at
1/ (ZTspan)*

In choosing a preferred model for each pulsar to be used in further analyses, we do not
simply take the model with the highest Z. Instead, for each additional “component” over
the NIL model (i.e. either timing noise or a non-zero V) we require a model containing
that component to be preferred by In B > 5 over every model which does not contain
that component. For example, in the case of PSR J1709—4429, TNLONG is favored over
NIL by In B = 4.3 x 10°, and TNF2 is favored over TNLONG by In B = 0.62. The data
clearly favour a model which includes timing noise, but at best weakly prefer a model
which includes a ¥ term in addition to timing noise. In this case (ignoring the other
models for simplicity) we select TNLONG as the preferred model, as there is only marginal
evidence for the ¥ term. We do not impose the requirement In B > 5 when choosing
between TN and TNLONG models — if both are preferred over the non-timing noise models
with In B > 5 we simply take whichever has the higher Z as the model going forward.
In cases where specific values of the model parameters are needed, we take the mean
posterior values for the preferred model.

5.4 | Timing noise

A large fraction of the pulsars in our sample exhibit detectable levels of timing noise,
and in this section we investigate its properties across the sample. In total there are 118
pulsars in our sample for which a model including a timing noise component is preferred
by a log Bayes factor > 5 over any model which does not include timing noise, and these
are the pulsars which we take as having “significant” timing noise.

In order to compare timing noise between datasets, it is useful to adopt some standard
measure of timing noise strength which gives an indication of the contribution from the
modelled timing noise to the timing residuals. Here we follow Parthasarathy et al. (2019)
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and Lower et al. (2020) and adopt the following figure of merit, based on the values of
the timing noise parameters returned by ENTERPRISE [see equation (5.3)] and the low-
frequency cutoff in the timing noise model, fi,:

owv = | P(f)df (5.6)
low
~(p-1)
_ -3+ Afed lowﬁ (5 7)
o12m? g1 '

We set 1/T,, for TN models, 1/2T,,,, for TNLONG models.

5.4.1 | Correlation between timing noise activity and spin parameters

A number of authors have investigated how timing noise strength correlates with pul-
sar spin parameters [e.g. Cordes and Helfand (1980), Dewey and Cordes (1989), Urama
et al. (2006), Shannon and Cordes (2010), Hobbs et al. (2010), Melatos and Link (2014),
Parthasarathy et al. (2019), and Lower et al. (2020)], generally finding that there is a sig-
nificant correlation of timing noise activity with v, for a variety of activity measures
and a variety of methodologies for assessing the correlations. Here, following Dewey
and Cordes (1989), we look to estimate ogy based on the spin frequency and frequency
derivative, i.e. we construct

b~y
xrn = CVV| fron (5.8)
and aim to estimate C, a, b, and y such that ygy accurately estimates ogy (Xgy has units
of seconds, as does ogy).

As in Shannon and Cordes (2010) we assume that the residuals between xpy and opy
are log-normally distributed and hence adopt the likelihood
2
[log, 4 (0rn,1) —10g;o (X)) }

c-[ ]2
L V2me P 2e?

where the product is over all N pulsars with significant timing noise, indexed by 7, and
€ is an additional parameter which describes the scatter in the relation between ogy and
Xrn- The scatter in the relation may arise from random variation in the timing noise
realisations, or from variations in other parameters which are not included in xgpy [e.g.
neutron star composition and temperature (Alpar et al., 1986; Melatos and Link, 2014)],
or it may arise from a breakdown in the simplifying assumption that the values of C,
a, b, and y are universal across the population. For this investigation we do not treat
these potentially complex issues, and simply absorb all of these sources of variation into
€, except that the question of variation in y is discussed at the end of this section.

We take (log-)uniform priors, with a, b, y, log,,C € [-10,10] and € € [0,10]. We
use BILBY (Ashton et al., 2019b) in conjunction with the DYNESTY (Speagle, 2020) nested
sampling package to obtain posterior distributions on all parameters — the parameter
estimates are summarised in the first column of Table 5.2.

The estimated values of the a, b, and y parameters agree broadly with the earlier
studies of Shannon and Cordes (2010) and Lower et al. (2020) (although we note that our

(5.9)
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Table 5.2: Estimates of the parameters determining xpy [equation (5.8)], as discussed in

Section 5.4.1. In this work we consider two cases, one with ypyn ﬁo_‘z (second column),

where y is a free parameter to be inferred, and one with xgy o ﬁo_v(vﬁ /2 (third column).

The fourth and fifth columns present the equivalent results from Shannon and Cordes
(2010) and Lower et al. (2020), respectively. Error bars are 95% credible intervals for the
quoted results from this work and from Lower et al. (2020), and 2-0 confidence intervals
for the results of Shannon and Cordes (2010).

Parameter This work ( ﬁo_‘z This work [ ﬁo_‘f,ﬁ _1)/2] SC10 Lo+20
log,, C -0.4+1.8 44722 20+04 3.7%23
a —0.921531 —-0.17793%  -0.9+0.2 -0.84"037
b 0.80%013 0.54+0.15 1.00+0.05 0.97701%
y 1.8%0% - 1.9+02 1.0+1.2
€ 0.69 + 0.09 0.82+0.10 0.69+0.04 0.64"01;

datasets are not independent of Lower et al. 2020, as we include a subset of the UTMOST-
EW data which were used in that analysis). As in those cases, we find a ~ —b within the
quoted uncertainties, which are comparable; we find roughly +0.3 for a and +0.1 for
b, noting that Shannon and Cordes 2010 quote 2-0 confidence intervals while we quote
95% credible intervals, as do Lower et al. (2020). This suggests that the characteristic
age T, ~ vy s a good proxy for opy;, at least for canonical pulsars, which make up a
majority of this sample. It has been noted that 7, is also a good proxy for a pulsar’s glitch
rate, which may or may not involve related physical processes. Millhouse et al. (2022)
showed that a model in which glitch rate depends on 7, is preferred over a model where
the glitch depends on a generic combination V9" with b # a, or v* or ¥’ alone. We
also find agreement in the value of y, although there is more variation in both the point
estimate and the uncertainties. Both this work and Shannon and Cordes (2010) estimate
¥ = 1.9, but Shannon and Cordes (2010) report uncertainties of only 0.2 compared to our
uncertainty of approximately 0.7. Lower et al. (2020) estimate » = 1.0 + 1.2, consistent
within uncertainty with the other values but less constrained. The degree of scatter is
also similar among all three analyses, with € ~ 0.7 in all cases.

For simplicity we assume so far that ) takes one value across the population, but the
form of opy [equation (5.7)] suggests that if A,.4 is constant over the observing span we
should expect ¥ = (f — 1)/2. We therefore obtain a second set of estimates for C, a, b
and e, using the same functional form as equation (5.8) but with xgpy ﬁ(;(f _1)/2, where
p is taken to be the mean posterior value from the favoured model obtained via analysis
with ENTERPRISE. The results are given in the second column of Table 5.2. The a and
b values are significantly different from the ﬁo_\z fit, and are only marginally consistent

with a = —b. The scatter is also higher for ypy o< ﬁo_‘:,ﬁ 72 25 indicated by the € values,

and the f_ ! model is favoured over the ﬁ;‘iﬂ /2

model by a log Bayes factor of 16. One

possible explanation for the poor performance of the f, O_‘Lﬁ ~h72 model, explored in Section
5.4.2, is that the measurements of A,.4 and f are not constant as T,, increases. In that
scenario, the logic which motivates the model no longer applies: the estimated values of

Apeq and B are themselves functions of Tg,,,, and the dependence of Oy ON Topan ~ fou
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is no longer the straightforward ﬁo_v(vﬁ ™ factor in equation (5.7).

5.4.2 | Consistency of UTMOST-EW and -NS timing noise parameter es-
timates

In the previous section, we noted that our results are not independent of Lower et al.
(2020), as our dataset includes a subset of the full UTMOST-EW dataset analysed in that
work, augmented with the addition of the UTMOST-NS data which extends the times-
pan covered. These two datasets are analysed with similar, but not identical, methods —
Lower et al. (2020) used TEMPONEST rather than ENTERPRISE to perform Bayesian model
selection and parameter estimation. In this section we investigate the consistency of the
estimates of timing noise parameters with respect to both timing baseline and method-
ology.

There is no obvious reason why the estimates of the timing noise PSD should dif-
fer significantly when ENTERPRISE is used instead of TEMPONEST, or when additional
years of data are added. However, in the latter case it is plausible that the PSD deviates
from power-law behaviour as the frequency decreases, which would alter the inferred
parameters when fitting to a pure power-law model as more data (and hence lower fre-
quencies) are incorporated (Melatos and Link, 2014; Caballero et al., 2016; Parthasarathy
et al., 2019; Goncharov et al., 2020; Antonelli et al., 2023).

The top panel of Figure 5.4 shows the difference in log,, A,.q and § between the es-
timates of this work, using ENTEPRISE and the combined EW+NS dataset, and those of
Lower et al. (2020), using TEMPONEST and the UTMOST-EW data alone. In this compar-
ison we include the pulsars which are common to both analyses and for which the TN
model is preferred in the combined EW+NS analysis over the NIL model by InB > 5.
We also impose a condition for all comparisons in this section, that A,.4 must be greater
than 107! in both analyses. This excludes low-amplitude timing noise for which the
PSD parameters are typically not well-constrained [cf. Figure 4 of Vargas and Melatos
(2023a)]. For the purposes of these comparisons we do not use the TNLONG model. We
note that some of the spectral indices reported by Lower et al. (2020) are as large as
20. Here we restrict our attention to pulsars from the Lower et al. (2020) sample which
have 2 < f < 10, matching the prior used on f in the present work. For notational
convenience we write the differences between the two sets of parameter estimates as
Alog,, Areq and A where it is clear from context which two sets of parameter estimates
we are differencing. For example, in the comparison between the UTMOST-EW+NS
ENTERPRISE analyses and the UTMOST-EW-only TEMPONEST analyses by Lower et al.
(2020) we take the differences

EW+NS, ENT EW, TEM
Alog,, Areq = log,, Ay —log,, Apud , (5.10)
AB = BEWANS.ENT _ gEW,TEM. (5.11)

where we abbreviate the software used as ENT (ENTERPRISE) and TEM (TEMPONEST).

The mean of the joint distribution of (Alog,, A4, AB), indicated by the star in the
top panel of Figure 5.4, is (0.01 + 0.04,-0.14 + 0.16) where the uncertainties are the
standard errors of the mean. While there appears to be some scatter between the results
obtained in the two sets of analyses, there is no evidence for a systematic offset between
them.
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Figure 5.4: Distributions of the differences in recovered timing noise parameters A,.4 and
f for various combinations of methodology and dataset, as discussed in Section 5.4.2. The
red stars in each panel indicate the locations of the means of the joint distributions of
differences — see Table 5.3 for the numerical values of these means. When comparing the
EW+NS ENTERPRISE analysis to the EW-only TEMPONEST analysis of Lower et al. (2020)
(top left panel), there is no systematic shift in the recovered PSD parameters. When
comparing the EW+NS ENTERPRISE analysis to EW-only ENTERPRISE analysis (top right
panel), there is a tendency to recover smaller 8, but no significant shift in log,; A4
The mean of the joint distribution does not differ significantly from zero when the two
analyses of the EW-only data are compared (bottom panel).
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Table 5.3: Mean differences in recovered timing noise parameters, (Alog,, A,.q) and
(AB), for three pairings of dataset and method. The dataset is either the combined
UTMOST-EW and UTMOST-NS dataset (EW +NS) or the UTMOST-EW data alone (EW).
The method is either ENTERPRISE (ENT) or TEMPONEST (TEM). The (EW, TEM) timing
noise parameters are taken from the analysis of Lower et al. (2020). The complete dis-
tributions of timing noise parameter differences are shown in Figure 5.4. The quoted
uncertainty on each mean difference is the standard error of the mean.

Datasets and methods (Alog,, Area) (AB)

(EW + NS, ENT) — (EW, TEM)  0.01 £+0.04 -0.14+0.16

(EW + NS, ENT) — (EW, ENT) 0.07+0.04 -0.57+0.14

(EW, ENT) — (EW, TEM) 0.01 £+0.03 0.25+0.11

However, the estimates in the top panel of Figure 5.4 were obtained using a different
method and a different timespan. In order to try and disentangle the effects of these two
variables, we re-analyse the UTMOST-EW data using ENTERPRISE. The middle panel
shows the difference between the ENTERPRISE results for the combined EW+NS dataset
and the ENTERPRISE results for the EW data alone. The distribution of (A log,, Aseq, AB)
shows a significant offset in Af, with mean (0.07 + 0.04,-0.57 + 0.14), i.e. there is
a tendency to recover somewhat shallower PSDs when the dataset is extended. The
bottom panel of Figure 5.4 shows the difference in recovered parameters between the
ENTERPRISE re-analysis of the UTMOST-EW data and the TEMPONEST values for the same
data. In this case the distribution of (Alog,, A.q, Af) has a mean marginally different
from zero, (0.01 + 0.03,0.25 + 0.11). The results of all three pairings discussed are
summarised in Table 5.3.

The results obtained in this section suggest that increasing the length of the dataset
can introduce a systematic shift in the recovered slope of the timing noise PSD, with
shallower PSDs preferred for longer datasets. However, it is unclear whether this effect
is due to the character of the timing noise, i.e. deviation from pure power-law behaviour,
or whether it is an artifact of the method of timing noise analysis employed in this work.
A detailed study of the underlying cause of the variation in the recovered timing noise
parameters under changes in method and dataset is beyond the scope of this paper.

If we wish to take A,.q and f as meaningful parameters in their own right, not only
when combined into a figure of merit like opy, the variation above presents a potential
problem. For example, in Section 5.4.1 we investigate whether using f to fix the scal-
ing of xpn With observing timespan leads to a tighter correlation between gy and opy-
The logic behind this investigation relies on the estimated values of A4 and  being
independent of Tp,,. If this is not the case then the scaling implied by equation (5.7)

of oy ~ flo_\iﬂ ™ does not apply. In light of the variation in § with observing timespan
observed in this section, it is unsurprising that enforcing the latter scaling does not lead
to a tighter correlation between opy and xpy-
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5.5 | Second frequency derivatives

Timing noise and the influence of the second frequency derivative are both low-frequency
effects, in the sense that their contributions to timing residuals are concentrated in
Fourier modes with frequency comparable to Ts;lan. This can make it difficult to dis-
entangle the influence of the two contributions.

The secular value of ¥ is of particular physical interest because of its connection to
the long-term spin-down of the pulsar. For many spin-down mechanisms the expected
frequency evolution has the form

v = Kvy™, (5.12)

where, n,, is referred to as the “braking index” and may be estimated (as long as timing
noise is low enough; see below) by 7,; ~ n assuming K is a constant, with

n=—. (5.13)

The value of Ml differs between physical mechanisms (Blandford and Romani, 1988;
Vargas and Melatos, 2023a; Abolmasov et al., 2024), but is typically in the range of

1 < ny < 7, eg. spin-down due to electromagnetic dipole radiation has n, = 3,
spin-down due to gravitational wave emission from a mass quadrupole has n, = 5,

and spin-down due to gravitational wave emission from a mass current quadrupole has
Hpp =7 (Lyne and Graham-Smith, 2012; Riles, 2023).

In our sample, only one pulsar is found to favour a model with ¥ # 0 and In B > 5:
PSR J0534+2200 (the Crab pulsar), which has ¥ = 1.16(1) x 1072 Hzs > [n = 2.54(3)].
The log Bayes factor of the best model for PSRJ J0534+2200 (TNF2) over the best model
which does not include a second frequency derivative (TNLONG) is 61. This is a confident
detection, and agrees within error with the interglitch braking index reported by Lyne
et al. (2015) of 2.519(2).

If one fits for ¥ in a pulsar with significant timing noise, one is liable to find large
values of ¥, in the sense that the implied braking index is orders of magnitude different
from the “canonical” range of 1 < n < 7 and can take either sign. It is well understood
that such values are unreliable as indicators of the long-term behaviour, as the residu-
als due to timing noise can be absorbed into the ¥ term (Hobbs et al., 2004; Chukwude
and Chidi Odo, 2016). However, with the advent of Bayesian techniques which simulta-
neously fit for the residual contributions of the timing noise and the ¥ term, a number
of “anomalous” braking indices with large magnitudes have been reported, with values
ranging from —9.6 x 10*t02.9x 10° (Lower et al., 2020; Parthasarathy et al., 2020).

Recently it has been pointed out that despite the more sophisticated handling of the
mixing between timing noise and ¥ in these Bayesian analyses, reported values of n
must still be treated with caution in some cases (Vargas and Melatos, 2023a; Keith and
Nitu, 2023). In both of these studies it was shown that under certain conditions, the phe-
nomenological timing noise model of equation (5.3), particularly with a low-frequency
cut-off at 1/Tp,, (Which is the default setting in both ENTERPRISE and TEMPONEST), can
lead to erroneous characterisation of the ¥ term. In the remainder of this section we
discuss the interaction between timing noise and the estimation of uncertainty on ¥
(Section 5.5.1), the prospect of measuring 7, for pulsars in our sample (Section 5.5.2),
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and the effect of timing noise on the detection of ¥ (Section 5.5.3) in the context of our
dataset.

5.5.1 | Timing noise and estimated ¥ uncertainties

We can estimate the expected spread in ¥ measurements due to the influence of tim-
ing noise and compare this to the ¥ uncertainties returned by ENTERPRISE in the TNF2
and TNLONGF2 models (Vargas and Melatos, 2023a). Timing noise causes the observed
¥ to change from realisation to realisation, but only one realisation is observed in an
astronomical observation, and it is impossible to determine independently whether the
observed realisation is typical or rare with in the ensemble of physically permitted real-
isations.

In the first instance, we take the subset of pulsars for which the timing noise parameter
estimation for both the TNF2 and TNLONGF2 models returns a spectral index satisfying
| - 6| < 1. This condition on f suggests that the timing noise may be approximately
modeled by a random walk in v, i.e.?

— =W+ &), 5.14
o= o+ (1) (5:14
where ¥, is an intrinsic constant second frequency derivative and &(t) is a white noise
term satisfying

(&(t)) =0, (5.15)
(E(EW))y = o58(t —t). (5.16)

This model corresponds to a particular limit of the model used by Vargas and Melatos
(2023a). There, the stochastic driving term is in d¥?/dt, and ¥ and v revert to their means
on timescales ! and Yy ! respectively [see equations (2)—(5) of the latter reference].
The model given by equations (5.14)—(5.16) here corresponds to the limit y;" > Tspan
and ;' < T where T, is the observing cadence; cf. equations (A15) and (A16) of
Vargas and Melatos (2023a).

The PSD of the phase, th (f), may be estimated by the Wiener-Kinchin theorem, which
connects the autocorrelation function with the PSD via a Fourier transform:

Py(f) = 202 (27 f)™%. (5.17)

We then wish to compare Py(f) to P(f) inferred from ENTERPRISE which is parametrised
as in equation (5.3), and hence obtain an expression for o, in terms of A4 and 8. In order
to render Py(f) and P(f) comparable, there are two factors which must be taken into
account. First, Py(f) is the PSD of the residuals in units of cycles, while P(f) is the PSD
of the residuals in units of seconds. Thus P(f) should be multiplied by a factor of v* in
order to match Py(f). Second, Py(f) has a spectral index of exactly —6, whereas P(f)
generally does not. For the purposes of this comparison we therefore replace P(f) with
anew PSD PP=¢( f) parametrised in the same way as P(f ), but with  fixed to 6 and A 4

*For simplicity we do not include a mean-reverting term in the equation of motion, on the assumption
that the mean-reversion timescale for ¥ is significantly longer than the observing timespan (Vargas and
Melatos, 2023a).
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adjusted so that the values of ozy [equation (5.7)] for P(f) and PF=8( f) coincide. This
adjusted A,.q value is denoted by Af;s, and is given by

—(B-6)/2
p=6 5 ﬁow
Al | —Ared(—) . (5.18)
¢ ﬁ -1 f;fr

Equating P (f) and v?PP=5(f) and isolating o, gives

fyr Aﬂ 6

0y = > 4n2 " (5.19)

Given 0, we wish to estimate the spread of observed # values across different reali-
sations of the noise process. We denote this spread by 6¥. Over an observation of length
T, 6V can be estimated by calculating the dispersion in v due to the random walk, given
by 0,72, and dividing this value by T, i.e.

59 ~ fyr24n2 AP ST 12, (5.20)
If the ¥ which we infer is to represent the long-term spin-down trend, 6V ought to give
an approximate lower bound on the reported uncertainty on v for pulsars with timing
noise following equations (5.14)—(5.16). Any long-term secular ¥ smaller than this value
is liable to be washed out by the influence of the timing noise.

We compare the value of 6V to A¥, the estimated uncertainty on ¥ returned by EN-
TERPRISE for all pulsars with A,.q4 > 107", As in Section 5.4.1, this restriction on A 4
excludes pulsars with low-amplitude timing noise whose PSDs are poorly measured. For
the TNF2 case, the median value of 67 /AV is 2.79, while in the TNLONGF2 case it is 0.98.
The TNF2 model tends to underestimate A relative to the expected spread in ¥ due to
timing noise, 0V, while the ¥ uncertainty estimated by the TNLONGF2 model better re-
flects this variance.

We repeat this analysis for pulsars with | p—- 4| < 1, suggesting a Langevin equation
of the form

dv
dt

with the strength of the £(¢) term now parametrised by o,, rather than o,,. By analogous
arguments to the | B - 6| < 1 case, we find that the expected spread in observed ¥ is
given by (details are given in Appendix 5.A2)

=7, + &(t), (5.21)

v2(2m)*

59 ~ 2 %Aiﬁ“ 302, (5.22)
Again comparing 07 with AV, we find that the mean 6V /A¥ in our sample is 0.49 and
0.40 for TNF2 and TNLONGF2 respectively — i.e., both timing noise models appear to
overestimate the uncertainty in ¥ relative to the variance due to timing noise, but the
degree of the overestimation is less sensitive to f,, for |f —4| < 1 than for |f - 6| < 1.
Figure 5.5 shows histograms of log,,(6V/Av) for |ﬁ - 6| < 1 (top) and |ﬂ - 4| <1
(bottom). Each panel shows two histograms of log, ,(6¥ /A1), one for TNF2 and the other
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for TNLONGF2. For |[3’ - 6| < 1, there is a clear separation between the histograms for
the two timing noise models, with the TN model tending to have larger values of 61/ Av,
i.e. the spread due to timing noise exceeds the reported uncertainty, as noted above.
For | p- 4| < 1, both models produce similar histograms and typically have 6V /AV < 1.
These results broadly agree with the conclusions of Keith and Nitu (2023) — pulsars with
B ~ 6 suffer more from mis-estimation of ¥ uncertainty than those with § ~ 4, especially
if a timing noise model with a low-frequency cutoff at 1/T,, is used.

5.5.2 | Measuring the braking index

The values of 0¥ obtained in Section 5.5.1 can also be cast in terms of the measured

braking index. We define 5
vov

o=, (5.23)
as the expected variation in measured n due to the influence of timing noise. This raises
an interesting question: if for every pulsar in our dataset 1 < ny, < 7, for how many
pulsars might we expect to measure 7, given our current dataset? And if timing noise
currently confounds a measurement of #,,, for how long do we need to observe to over-
come this effect? Vargas and Melatos (2023a) derived a condition for when we measure
|n| > n,, in terms of the strength of the noise process, the pulsar spin frequency and
its first derivative, and the observing timespan; see equation (14) in Vargas and Melatos
(2023a). Their condition follows from on > 1. Here we write the equivalent condition
on the noise strength for |[j’ - 6| < 1 [which is a condition on 0, see Section 5.5.1], viz.

1/2

0y > 107 ( 10‘121./Hz s71 )2 ( 1 1;Iz )_l (fgpsa’;) s, (5.24)
and |ﬂ - 4| < 1 [which is a condition on 0, see Appendix 5.A2], viz.
5 2, 1T 3/2
o0 ) () () o e
These can be rephrased as conditions on Af;ﬁ, viz.
) 7 2 y -2 T 1/2
APE S 11107 ( TR T ) (1Hz) (lgpgaI;) : (5.26)
and Af;;l, viz.
i ; N
AP S 11 x 10_9(10-12st-1) (1HZ) (18";‘;) : (5.27)

With equations (5.24)—(5.27) in hand, we ask: for which pulsars are the relevant in-
equalities not satisfied? That is, for which pulsars do we expect the variation in the
measured value of n due to the influence of timing noise to be less than unity? Ta-
ble 5.4 lists the two pulsars with o1 < 1 over the timespan covered by the combined
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Figure 5.5: Histograms comparing the expected variation in the measured value of ¥ due
to timing noise, 6V, against the uncertainty reported by ENTERPRISE, AV. The results
are divided into two cases depending on the estimated spectral index of the PSD, with
| - 6| < 1 in the top panel and |/3 - 4| < 1 in the bottom panel. Two histograms are
shown in each panel, corresponding to the TN (blue) and TNLONG (orange) timing noise

models.
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Figure 5.6: Distribution of T, required to obtain 6n < 1 [(equation 5.23)], for the cases
where the spectral index of the timing noise PSD satisfies | — 6] < 1 and |B —4| <
1. The median required T§,,, is 2.2 X 107 yr for | B - 6| < 1, much longer than the

2.8 x 10%yrfor |f — 4| < 1.

EW+NS dataset, using the parameters returned by the TNLONGF2 model. Note that we
are not claiming to have measured a significant non-zero ¥ in both pulsars — only PSR
J0534+2200 favours an F2 model over all non-F2 models with a log Bayes factor greater
than 5. The statement that on < 1 is only a statement about the influence of the timing
noise on the measurement of #, not whether a second frequency derivative is necessary
to explain the observed data. The question of detection of non-zero ¥ via model selection
is discussed further in Section 5.5.3.

For all other pulsars we do not expect to be able to resolve ¥ due to “canonical” secular
spindown with the UTMOST-NS+EW data. However, o7 is a decreasing function of T for
both |[f—4| < 1 and |—6| < 1, so we expect that with a sufficiently long timing baseline,
1y can be measured [again neglecting for simplicity any mean reversion (Vargas and
Melatos, 2023a)]. Figure 5.6 shows histograms of the required T§,, to obtain 6n < 1
for the cases |[5 - 6| < 1 (blue) and |ﬁ - 4| < 1 (orange). Pulsars with |ﬁ - 6| <1
require significantly longer T',,,, on average — the median required T, is 3.9 x 107 yr,
compared to 2.8 x 10 yr for |ﬁ - 4| < 1.

5.5.3 | Influence of frequency cut-off in timing noise models on the de-
tection of ¥

As discussed at the beginning of Section 5.5, if models with a 1/(2T,,) cutoff are in-
cluded in the set of possible timing models, PSR J0534+2200 is the only pulsar to show
significant evidence for a  # 0 (i.e. an F2 model is favoured over every non-F2 model
with In B > 5). However, had we not included the TNLONG models in our analyses, eight
additional pulsars would have favoured an F2 model, as shown in Table 5.5. The values of
n implied by these ¥ measurements range between —2.4 x 10* and 5.0 x 10*. A compre-
hensive investigation into the reliability of model selection between ¥ = 0 and ¥ # 0 is
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beyond the scope of this work. It is possible, of course, that excluding timing noise mod-
els with a cut-off at 1/(2Tp,,) may lead to spurious measurements of ¥, and including
them may lead to spurious non-measurements, as the contribution to the residuals from
the secular ¥ is absorbed into the low-frequency component of the timing noise. For
example, in the case of PSR J0534+2200, the log Bayes factor between TNF2 (the overall
most favoured model) and TNLONG is 61, whereas the log Bayes factor between TNF2 and
TN is 1.6 x 10>, This is a robust measurement of ¥ either way, but F2 is favoured more,
when TNLONG is excluded. However, the lower cut-off in the timing noise power spec-
trum is connected to the intrinsic physical processes at play (Melatos and Link, 2014),
and is not known a priori. In particular there is no reason for it to be connected to the
observing time span, and hence no reason to favour either TN or TNLONG. Consequently,
although some of the measurements in Table 5.5 may be measurements of a secular ¥
[whether due to the long-term spin down mechanism or other processes such as glitch
recovery (Hobbs et al., 2010; Lower et al., 2021; Liu et al., 2024)] which are absorbed into
the timing noise by the TNLONG model, it is impossible to know for sure, so we do not
interpret these measurements further.

5.6 | Glitches

A significant motivation for the UTMOST-NS pulsar timing programme is to monitor the
pulsars in the programme for glitching activity. With approximately 50 pulsars per day
being observed, manually inspecting every new observation for a possible glitch and
responding in a timely manner is not possible, and an automated solution to “online”
glitch detection is implemented using the hidden Markov model (HMM)-based glitch
detector* introduced by Melatos et al. (2020). In addition, a subsequent “offline” glitch
search combining data from UTMOST-EW and UTMOST-NS is carried out, again using
the HMM glitch detector. After an introduction to the HMM glitch detector, these two
glitch searches, and their results, are described in the rest of this section.

5.6.1 | Glitch detection with an HMM

We begin with a brief overview of how the HMM-based glitch detector operates. The
reader is referred to Melatos et al. (2020) for a full description of the method, and Lower
et al. (2021), Dunn et al. (2022b), and Dunn et al. (2023a) for previous examples of the
use of this method to search successfully for glitches.

HMMs provide a convenient way to model systems in which the internal state of the
system evolves in a Markovian (i.e. memoryless) fashion, and in which we are unable
to observe the internal state directly, instead making proxy measurements which are
connected probabilistically to the true internal states (i.e. the internal state is “hidden”)
(Rabiner, 1989). In this paper, the internal state of the system (pulsar) is taken to be
the tuple of the spin frequency and frequency derivative g; = (;, ¥;). The hidden state is
indexed with the discrete variable i, as the space of possible hidden states is discretised on
abounded grid of v and v values referred to as the “domain of interest” (DOI) (see Section
5.6.2). Time is discretised into a set of timesteps {t,,, ... fy,}, Where each timestep

*github.com/ldunn/glitch_hmm
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corresponds to a gap between consecutive ToAs. We assume that the hidden state of the
pulsar is fixed during each gap, but may change at the boundary between gaps according
to some prescribed Markovian model, discussed in more detail in Section 5.6.2, so that
we have a sequence of hidden states {q(t;), 4(t>), ..., q(tn;)}-

The connection between the observed ToAs and the (v, 1) states is provided by the
emission likelihood which is the probability of observing a particular gap between con-
secutive ToAs, given the pulsar occupies some hidden state g; during this gap. Explicitly,
the emission likelihood takes the form of a von Mises distribution,

exp[k cos(21tD)]

Pr(z | g;) = 2l (x)

) (5.28)

where © denotes the number of turns accumulated during a gap of length z given the
pulsar is in the hidden state g;, and « is a parameter known as the “concentration”,
which parametrises the uncertainty due to both ToA measurement uncertainty and the
discretisation of the space of hidden states. The reader is referred to Section 3 of Dunn
et al. (2022b) for further discussion of the forms of ® and x. The emission likelihood
peaks, where the fractional part of @ is zero, i.e. choices of v and v for which an integer
number of turns elapse during the ToA gap.

In this formalism it is straightforward to compute the model evidence Pr(D | M),
where D denotes the observed data and M is a chosen model, which among other
things incorporates assumptions about the Markovian transitions from one time step
to the next. This leads to a method of glitch detection based on Bayesian model selec-
tion, wherein we compare a model in which the transition dynamics include only an
assumed Markov process representing the timing noise, denoted by M,, against a series
of models which include both the Markov process and the possibility of a discrete jump
in frequency and frequency derivative (i.e. a glitch) during the kth ToA gap, denoted by
M, (k). We compute the Bayes factors

_ Pr[D | M, (k)]

Ki(k) = PrD | M) (5.29)

for all k. If the maximum value of K;(k), denoted by Ki = K;(k"), exceeds a pre-
determined threshold, here taken to be 10'/2, we flag a glitch candidate. Multiple glitches
in one dataset can be handled via a greedy procedure; see Section 4.2 of Melatos et al.
(2020) for details.

We measure the properties of a detected glitch using the forward-backward algo-
rithm (Rabiner, 1989) to efficiently compute the posterior distribution, ie. 7, (t,) =
Pr[q(t,) = q; | D]. This distribution can be marginalised over either v or v to obtain
the posterior distribution on v or v alone, respectively. Hence we can compute trajec-
tories in v or v by taking the sequence of a a posteriori most probable hidden states, and
from these trajectories we may compute e.g. the size of the frequency jump associated
with a glitch.

As an illustrative example, Figure 5.7 shows the results of the HMM analysis of a new
small glitch in PSR J1902+0615 (see Section 5.6.5). The top panel shows the log Bayes
factors obtained as part of the model selection procedure. The blue points are the values
of K, (k) [see equation (5.29)], which peak at k* = 57 (i.e. the 57th ToA gap) with a
maximum value of InK] = 15.9. The orange points show the results of the second
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iteration of the greedy algorithm, where we compare the two-glitch model M, (k™, k)
against the one-glitch model M, (k*) for all k = k*. The largest log Bayes factor K, (k*, k)
obtained in this second step is 0.32, below the threshold In 102 = 1.15. Thus the model
selection terminates and we take M, (57) as our preferred model. The middle and bottom
panels of Figure 5.7 show heatmaps of the posterior distributions of the hidden states v
and v. The maximum a posteriori values are overlaid as red tracks, and the location of the
glitch is indicated by the vertical dashed line. The jump in v is clear, occurring around
MJD 58590 with size (1.1 +0.1) x 10~° Hz. No change in v is apparent at the time of the
glitch.

5.6.2 | HMM parameters

Completely specifying the HMM requires choosing a number of parameters controlling
what set of (v, V) pairs are allowed (i.e. the DOI), and how the hidden states evolve
over time due to timing noise. In this section we describe some general considerations
influencing both choices. The specifics of how the parameters are set for the online and
offline glitch searches are discussed in Section 5.6.3 and Appendix 5.A3 respectively.

Domain of interest

The DOI is the set of hidden states available to the HMM in a given analysis. The hid-
den states are tuples of frequency and frequency derivative (v, v). For practical reasons
we define the hidden states nu () to be the difference between the spin frequency (fre-
quency derivative) and its approximate value as determined by an initial least-squares
fit, denoted by 15 (¥15). The least-squares values are defined at a reference epoch T\,.
The phase accumulated during a gap of length z ending at time ¢, is thus given by

) 1 . .
O(z,t,) = [ws + v+ Vs(t, —To)]z - 5 (Vs + V) 2%, (5.30)

where the second term includes a minus sign because we are performing a backwards
Taylor expansion (see Section 3.3 of Melatos et al. 2020). A secular second frequency
derivative i g can also be included, if necessary. Note that because the spin-down be-
haviour is included via the secular terms, we typically take the DOI to be symmetric
about (v,v) = (0, 0).

In all cases in this work the DOI is laid out as a uniform grid in (v, v). Specifying the
DOI thus amounts to specifying the bounds and grid spacing in each parameter. This
varies on a case-by-case basis and is discussed in more detail in Section 5.6.3 for the
online detection case, and Appendix 5.A3 for the offline detection case. Here we briefly
introduce the notation used to describe the DOI for v; for v the notation is identical but
replacing v with . The bounds of the DOI in v are denoted by [v_, v,]. As mentioned,
the DOI is typically symmetric about (0, 0), whereupon we have v_ = —v, and write the
bounds as [-v,, v, ]. The grid spacing is denoted by €,, i.e. v takes on values {v_,v_ +
€,V_+2€,...,V,}

Timing noise models

In principle the HMM specified in Section 5.6.1 can be used with various models for the
underlying hidden state evolution, which amounts to specifying the model for the timing

144



noise in the pulsar. This matches the situation in traditional, non-HMM glitch searches.
Many past analyses assume that the stochastic evolution is driven by a white noise term
in the second frequency derivative, i.e. a random walk in v. This model is identical to
the one specified by equations (5.14)—(5.16). We call it RWF1. The form of the transition
matrix Atm; = Pr[q(tn+1) =q; | q(t,) = g5, 0(t,) = z] is a multivariate Gaussian with the
covariances

cov(v,v) = 032’ /3, (5.31)
cov(v,v) = 032°/2, (5.32)
cov(v,V) = 03z. (5.33)

The reader is referred to Section 3.4 of Melatos et al. (2020) for the full expression for
A‘Ii‘]j'

As discussed in Section 5.5.1, the RWF1 model gives rise to phase residuals with a
PSD which has a spectral index of —6. While many pulsars do exhibit residuals of this
sort, a significant fraction also exhibit shallower PSDs. This motivates us to introduce
a second model for timing noise in the HMM, this time driven by a white noise term
in the frequency derivative, which corresponds to a random walk in v and which gives
rise to residuals with a spectral index of —4. We call this model RWFO, and its Langevin
equation is
o = o+ &), (5.34)
where £(t) again satisfies equations (5.15) and (5.16), except that the parameter determin-
ing the noise amplitude is labelled o, instead of ¢,,. Writing down the covariances of the
Gaussian describing the transition matrix in this case requires some care — the autocor-
relation of v diverges, with (v(t)v(t’)) oc 6(t —t’). To make progress, we note that our
measurements (the ToAs) tell us only about the average behaviour of the pulsar during
a ToA gap, not the value of dv/dt at any given instant (e.g. the end of a ToA gap). The
delta-correlated nature of v(¢) means that its value at any given instant is not correlated
with its value at nearby times, and hence our measurements, which necessarily take
place over a finite timespan and involve an averaging process, contain no information
about v(f) at any particular instant. The hidden state variable v is therefore more use-
fully identified as the effective rate of change in v over a ToA gap, i.e. z ' [v(t,) — v(t;)].
The dispersion in the hidden state variable v is then better characterised by the disper-
sion in v due to the random walk, which is 0,z'/2, divided by z to obtain a dispersion in
the average v over the ToA gap® — hence cov(V, V) = 0, /z. Under this interpretation, v
is a linear function of v(t;) and v(t,). This presents an issue for the HMM glitch detector
as currently formulated, as it implies a singular covariance matrix between v and v. The
transition matrix Aqiq]_(z) involves the inverse of this covariance matrix and is therefore
undefined. To circumvent this issue, as an approximation we neglect the correlation
between v and v. The covariances for the RWFO model are therefore taken to be

cov(v,v) = 07z, (5.35)
cov(v,v) =0, (5.36)
cov(v, V) = 07 /z. (5.37)

>This is similar to the argument in Section 5.5.1 to derive equation (5.20).
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Table 5.6: HMM glitch detector parameters used in the online glitch detection analyses
described in Section 5.6.3. Most parameters are fixed, but 0 depends on the average ToA
gap length in a 30-ToA window, denoted by z.

Parameter Value
v, 1x10°Hz
€, 1 x10"*Hz
v, 2x 10" Hzs™
€, 5x10"®Hzs ™!
Timing noise model RWF1
0 max(eﬁ_lm, 1072  Hzs7%/?)

An alternative solution is to reformulate the HMM to track v alone, which we defer to
future work.

5.6.3 | Online glitch detection

For every new observation which produced a good ToA, an HMM analysis of the most
recent 30 ToAs® for that pulsar is automatically run with low latency (~1 hour) to check
for a potential glitch. In the event of a possible detection (any glitch candidate with a
log Bayes factor greater than 10'/?; see Section 5.6.1), an email alert is generated and the
data are further scrutinised to determine whether there is compelling evidence that a
glitch has occurred, whereupon a public alert is sent out manually. In total, 2963 online
HMM analyses produce a glitch candidate. In approximately 80% of cases the glitch
candidate can be ascribed to RFI contamination which is not completely removed by the
timing pipeline (see Section 5.2.3) and leads to a corrupted ToA. For 81% of the remaining
539 candidates, there is no obvious contamination in the data, but further investigation
— either visual inspection of the timing residuals or re-analysis using the HMM with a
finer grid in v and v — reveals no compelling glitch candidate, and hence no public alert
is sent out. In three pulsars, clear glitches occurred while the online glitch detection
pipeline was operational (approximately October 2021 through June 2023), namely PSRs
J0835-4510, J0742—2822, and J1740—3015. In all three objects the glitches were large, and
easily detected by the online pipeline (Dunn et al., 2021b; Dunn et al., 2022a; Dunn et al.,
2023b) — the remainder of the glitch candidates generated by the online pipeline contain
one of these three glitches within their analysis window.

For simplicity, the online glitch searches use a uniform set of parameters for every
pulsar, with values listed in Table 5.6. The timing noise model is fixed to be RWF1. The
one parameter which is allowed to vary is 0, which depends on the average ToA gap
length within the 30-ToA window, denoted by z.

The procedure adopted in the offline glitch searches described in Section 5.6.4 and Ap-
pendix 5.A3 was not in hand at the time that the online pipeline was in operation. This
procedure allows the offline search to achieve better sensitivity to small glitches. Esti-
mates of the sensitivity of both the online and offline pipelines are discussed in Section
5.6.6.

“The window length is chosen arbitrarily, but synthetic data tests show that glitch detection probability
is a weak function of the number of ToAs; see Appendix G of Melatos et al. (2020).
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5.6.4 | Offline glitch detection

The offline glitch searches are conducted on the same combined EW-NS datasets anal-
ysed in Section 5.3. In contrast to earlier HMM analyses involving a large number of
objects (Lower et al., 2021; Dunn et al., 2022b), here we make explicit use of the timing
noise information returned by the ENTERPRISE analyses of Section 5.3 to better match
the timing noise model included in the HMM with the observed data. The timing noise
information returned by ENTERPRISE consists of the model selection results, and the val-
ues of A4 and B in (5.3), if applicable. The two models available are RWFO and RWF1,
discussed in Section 5.6.2. The models generate phase residual PSDs with spectral in-
dices of —4 and —6 respectively. Based on the value of f§ returned by ENTERPRISE, we
assign a timing noise model to each pulsar, and based on the value of A,.4 we set the
amplitude of the white noise driving term. The detailed procedure for choosing HMM
parameters is described in Appendix 5.A3.

A number of glitches are already identified prior to running the offline glitch search,
by the online search (see Section 5.6.3), by eye during the initial timing process using
TEMPO2 and ENTERPRISE, or by other authors, e.g. Lower et al. (2020), Zubieta et al.
(2024), and Keith et al. (2024). When the glitch is large (Av > 1077 Hz), the datasets
passed to the HMM pipeline are split into pre- and post-glitch sections to avoid the need
for a large v range to accommodate the glitch. In one case, PSR J1048—5832, we divide
the full dataset in two equal halves not because of the presence of a glitch but because
the strong timing noise makes an analysis of the full dataset prohibitively expensive. In
this case the two halves overlap by 60 days in order to ensure that a glitch close to the
boundary between the two subsets is not missed. Datasets containing smaller glitches
are analysed in full, in order to check with the HMM that these by-eye identifications
are not timing noise fluctuations which have been miscategorised.

The complete list of glitch candidates identified by the offline HMM pipeline is given in
Table 5.7. When multiple glitch candidates in a single pulsar are returned, we list only the
most significant candidate. These candidates are subjected to a simple veto procedure,
whereby the dataset containing the candidate is re-analysed with the two ToAs brack-
eting the glitch candidate removed (Dunn et al., 2022b). The veto is designed to exclude
the case where a single ToA is displaced from the overall trend for non-astrophysical
reasons (e.g. RFI contamination, clock errors), thereby generating a glitch candidate in
the ToA gap immediately before or after the displaced ToA. If the re-analysis fails to
return a candidate above the detection threshold, the initial candidate is vetoed. After
vetos, the offline pipeline does not produce any additional glitch candidates over those
identified by the online pipeline and by-eye inspection of the timing residuals. However
it does produce tighter upper limits on the size of undetected glitches than the online
pipeline, as discussed in Section 5.6.6.

5.6.5 | Glitches in the sample

In addition to those glitches detected during the UTMOST-NS timing programme and
those already known from previous analyses, several glitches are identified when in-
specting the timing residuals by eye to prepare for the ENTERPRISE analysis of the com-
bined datasets.

The full list of the 17 glitches known in the combined EW+NS dataset is given in Table
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Table 5.7: Glitch candidates identified by the offline HMM glitch search described in
Section 5.6.4. The detection threshold is In Ky, = 1.15. Note that large (Av > 107 Hz)
glitches are not included here, as the datasets for those pulsars are broken into pre- and
post-glitch sections to allow for smaller DOIs and hence more sensitive searches. We
indicate whether the glitch was previously identified, either as part of the UTMOST-NS
online glitch detection pipeline or through by-eye inspection of the timing residuals, and
whether the glitch candidate is vetoed by the procedure described in Section 5.6.4.

PSR Glitch epoch (MJD) InK] Previously identified? Vetoed?
J0835—4510 57756-57763 1.3 N Y
J0908—4913 60092-60119 8.1 N Y
J1136—-5525 60078-60115 4.4 N Y
J1257-1027 58666-58697 1.3 x 10° Y N
J1326-6700 57438-57520 4 N Y
J1453-6413 59327-59359 4.4 x 102 Y N
J1703-4851 58564-58668 2.7 x 10° Y N
J1836—1008 59427-59458 2.1 x 10° Y N
J1902+0615 58624-58655 7.2 Y N
J1909-3744 57267-57325 1.7 N Y

5.8. The glitch in PSR J1902+0615 is the only one which has not previously been identified
in the literature. The glitch parameter estimates and their 95% credible intervals are
derived from the ENTERPRISE analyses. To determine whether there is support for a
decaying component, we perform the model selection procedure outlined in Section 5.3.2
twice for each glitch: once with a A, prior which is log-uniform on [107'° Hz, 10™* Hz]
and again with Ay, fixed at zero. If the log Bayes factor between the favoured model with
a floating Ay, and the Avy = 0 model exceeds 5, we adopt the model with a decaying
component, and report constraints on the decay parameters. Previous analyses have
reported evidence for multiple exponential components with different timescales (e.g.
McCulloch et al. 1987; Wong et al. 2001; Dodson et al. 2002; Shannon et al. 2016; Liu et al.
2024). A comprehensive search for additional decaying components is beyond the scope
of this work.
In the remainder of this section we discuss each of the detected glitches in detail.

PSR J0742—2822

A new glitch was reported in PSR J0742—-2822 by Shaw et al. (2022) in September 2022,
and soon after confirmed by UTMOST-NS (Dunn et al.,, 2022a) as well as Grover et al.
(2022) and Zubieta et al. (2022b). It is confidently detected by the online pipeline in the
first post-glitch observation at UTMOST-NS, taken on September 22 (MJD 59844.9),
with In K7 = 123. With a permanent frequency step of Av,/v = (4284 + 2) x 1077, it is
by far the largest glitch out of the nine known in this pulsar; the previous largest glitch
had an amplitude of Av/v = 92(2) x 10™° (Espinoza et al., 2011). We detect a decaying
component (In BAAE:S = 104) with Avy/v = (16.2+£1.2)x107° and 74 = 14"} d. Zubieta
et al. (2024) also report evidence for a decaying component, although with a somewhat
longer timescale, viz. Avy/v = (19.16 +0.04) x 10 and 7; = 33.4 £ 0.5d.
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PSR J0835—-4510

The most recent large glitch in PSR J0835—4510 is the first one to be detected during the
UTMOST-NS observing run, occurring in July 2021. It was first reported by Sosa-Fiscella
etal. (2021), and subsequently confirmed by a number of other observatories (Dunn et al.,
2021b; Olney, 2021; Singha et al., 2021b). Its characteristics are typical for Vela glitches,
with a large permanent frequency jump of Avp/v = (1236.9+0.3)x 107°. We find strong
evidence for a decaying component (In BAA;?:(? = 109), with Avy/v = (6.5713)x107 and
T4 = 2.9703 d. Zubieta et al. (2024) reported three distinct recovery components, with
timescales of 0.994(8)d, 6.400(2) d, and 535(8) d. The reported fractional amplitudes
of the two shortest-timescale recoveries are 9(1) x 10 and 3(1) x 1077 respectively,
while the long-timescale recovery has a larger reported amplitude of 512 x 10~°. Our
detected decaying component aligns roughly with the two short-timescale components,
but does not fall within the error bars of either of them.

Apart from the July 2021 glitch, two earlier Vela glitches are also covered by our
dataset and have been discussed by a number of previous authors (Sarkissian et al., 2017;
Palfreyman et al., 2018; Sarkissian et al., 2019; Kerr, 2019; Lopez Armengol et al., 2019;
Lower et al., 2020; Gugercinoglu et al., 2022). In the case of the glitch at MJD 57734
we detect a significant (In BAAE:S
Avy/v = 9.2*17x107° and a short timescale of T, = 1.97)7 d. This is approximately con-
sistent with the analysis of Sarkissian et al. (2017), who found Av, /v = (11.5+0.7)x10°
and 73 = (0.96 + 0.17)d. We also find strong evidence for a recovery in the glitch at
MJD 58515 (In By,'%) = 88), with Avy/v = 1822 x 10~ and 74 = 7.8%33 d.

Previous Vela glitches have been observed to recover on a wide range of time scales,
from minutes to hundreds of days (McCulloch et al., 1990; Shannon et al., 2016; Ashton et
al., 2019a), with several previous studies reporting an intermediate recovery timescale on
the order of days (Flanagan, 1990; McCulloch et al., 1990; Dodson et al., 2002; Sarkissian
et al., 2017). In all three glitches analysed here we find strong evidence for a recovering
component on this intermediate timescale and with amplitudes ~10~7 Hz, similar to
previous works. The recovery fractions Q = Avy/(Av, + Avy) for the three glitches in
our dataset are (from oldest to newest) 6.5 x 1073,7.1x107%,and 5.3x 1073, compared
t0 6.5x 107> as reported by McCulloch et al. (1990) and 5.5x 10~ as reported by Dodson
et al. (2002). An intermediate-timescale decaying component with a recovery fraction
of approximately 5 x 10~> appears to be a common feature of large Vela glitches.

= 221) decaying component with a large amplitude of

PSR J0908—-4913

This glitch was previously detected and discussed by Lower et al. (2019). It is the only
glitch known in PSR J0908—4913. Our recovered amplitude of Av, /v = (22.0+0.2)x1 (0
is only marginally different from the value inferred by Lower et al. (2019) of Av, /v =
(21.7 £0.1) x 10~°. Like Lower et al. (2019) we are unable to distinguish Av, from zero
within the measurement uncertainty. Lower et al. (2019) did not report an exponential
recovery, and we find no evidence for a decaying component.
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PSR J1105-6107

This glitch occurred in April 2019, between MJD 58580 and MJD 58584. It occurred
while UTMOST-EW observations were still ongoing — the last UTMOST-EW observa-
tion of this pulsar was taken on April 28 2020. It was not reported in previous analyses
(Lower et al., 2020; Dunn et al., 2022b) because it came after the cut-off for the first
data release. However, a measurement was reported by Abbott et al. (2022a) based on
UTMOST-EW data, as part of a search for continuous gravitational wave emission in
the aftermath of the glitch. Although there are no UTMOST-NS ToAs available for this
pulsar, here we re-analyse the UTMOST-EW data covering this glitch to provide up-
dated parameter and uncertainty estimates. We find Ay, /v = (1171.4+0.5) x 107 and
Av, [V = 2.2718 x 107>, This is the largest glitch reported in PSR J1105-6107; the next
largest has a magnitude of Av,/v = (971.7 £ 0.5) x 1077 (Yu et al., 2013). As in Abbott
et al. (2022a), we do not find evidence for a decaying component.

PSR J1257-1027

This glitch was reported by Lower et al. (2020) and is the only known glitch in this pulsar.
Our recovered amplitude of Ay, /v = (3.07 £ 0.01) x 1077 is consistent with the Lower
et al. (2020) value of Av, /v = 3.20%035 x 107°. Lower et al. (2020) reported an upper
limit on the change in frequency derivative, Av, /v < 286 x 1073, With our extended

dataset, we measure Av, /v = 2.3+0.4. Lower et al. (2020) did not detect an exponential
recovery, and we find no evidence for a decaying component.

PSR J1453-6413

This glitch is identified by eye as occurring during the gap between the UTMOST-EW and
UTMOST-NS datasets, between MJDs 58927 and 59326. It was subsequently confirmed
in the offline glitch search, being confidently detected with InK; = 2.6 x 10°. It was
reported by Li et al. (2023) as occurring at MJD 59060(12) with Av/v = 1.180(7)x 1077,
and by Keith et al. (2024) as occurring at MJD 59015 with Av/v = (1.14 +0.13) x 10°.
Our value of Av, /v = (0.9 £ 0.1) x 10~° is in mild tension with these values, and our
limit on Av,, /v < 0.2 % 107 is also in tension with the value measured by Li et al. (2023)
of 0.50(3) x 107?; Keith et al. (2024) did not report a measurement of Av. It is likely that
a combination of the long observing gap in the UTMOST data and differences in timing
noise modelling account for these tensions. Li et al. (2023) employ a method based on
a Cholesky decomposition (Coles et al., 2011; Dang et al., 2020) to model the red noise
in the dataset, rather than the Fourier decomposition used in this work. We remind the
reader that the results of any glitch search are conditional on the phase model and indeed
the user-selected false alarm and false dismissal probabilities.

PSR J1703—-4851

This glitch was first reported by Lower et al. (2020) and is the only known glitch in this
pulsar. Our recovered glitch amplitude is somewhat smaller than the value reported by
Lower et al. (2020), viz. Ay, /v = (11.3+0.1)x 107° rather than Av, /v = 19.075:9%x107°,

We also find a significantly different value of Av/v = (3.1 +0.3) x 10~ as compared to
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the Lower et al. (2020) value of 292725 x107°. The updated measurement of Av is largely
enabled by the addition of the NS data — the EW data used in Lower et al. (2020) are
quite sparse post-glitch, with only four post-glitch ToAs available, covering six months.
Future timing is likely to further refine this measurement, as the timing noise in this
pulsar is low (a NIL model is preferred for our dataset), so measurements of the glitch
parameters are not confounded by timing noise as the timing baseline is lengthened.

PSR J1709—4429

The glitch at MJD 58178 was first reported by Lower et al. (2018), with Av/v = (52.4 +
0.1) x 107°. This glitch amplitude was later discovered to be in error in the course of a
re-analysis using the HMM glitch detector, and revised to Av/v = (2432.2+0.1)x 10~
by Dunn et al. (2021a). Although Dunn et al. (2021a) found no evidence for a decay-
ing component, here we find strong evidence (In B;/jfg = 39) for a decaying term with
Avy/v = (20 +5) x 10~ and 74 = 55 + 16 d. The discrepancy may be due to the dif-
ference in the available post-glitch data — Dunn et al. (2021a) used data from the first
UTMOST data release (Lower et al., 2020) which extends up to MJD 58418, 240 days after
the glitch, while this analysis includes 710 days of post-glitch data before a long observ-
ing gap in early 2020. The total glitch amplitude (Av, + Avy)/v = (2434 + 10) x 107°
is consistent with the value reported by Dunn et al. (2021a). The fractional change in
frequency derivative reported by Dunn et al. (2021a) of Av,/v = (4.7 £ 0.3) x 107 is

consistent with the value obtained in this analysis, viz. (4.3 + 0.6) x 107,

PSR J1731-4744

The glitch at MJD 57984 was first reported by Jankowski et al. (2017), and is the largest
glitch ever observed in this pulsar. None of the previous works analysing this glitch
(Jankowski et al., 2017; Lower et al., 2020; Basu et al., 2020) have detected a post-glitch

recovery. In our analysis we find moderate evidence (In BAA:,?:S = 7.6) for the presence

of a decaying component with Avy/v = 16.6753x107° and 74 = 613735 d. It is possible

that our extended dataset relative to other studies allows for better characterisation of
the recovery, given the long timescale inferred. However, given that there is significant
timing noise in this pulsar (log,, A,eq = —9.7, B = 3.7) it is also possible that there
is confusion between the timing noise and a putative long-timescale recovery process,
which would explain the large fractional error bar on the timescale.

PSR J1740-3015

PSR J1740-3015 most recently suffered a glitch in December 2022, first reported by Zu-
bieta et al. (2022a) and subsequently confirmed by Grover et al. (2023) and UTMOST-NS
(Dunn et al., 2023b). It was confidently detected by the online pipeline in the first post-
glitch observation at UTMOST-NS, taken on January 12023 (MJD 59945), with InK} =
79. It is similar to other glitches observed in this pulsar, with a moderate amplitude of
Av, /v = (328%1)x 10~? and a change in frequency derivative of Av/v = 1.2707x107>.
No recovery is observed for this glitch. Zubieta et al. (2024) reported a recovering com-
ponent with Avy/v = 14.59(3) x 10™° and 74 = 124(2) d. It is possible that we do not
detect a recovering component is because we have only 179 d of post-glitch timing data
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for this event, i.e. less than two e-foldings if the decay timescale reported by Zubieta
et al. (2024) is accurate.

There are several previously reported glitches within our dataset for this pulsar. Two,
reported as occurring at MJDs 57296.5 (Lower et al., 2020) and 57346 (Jankowski et al.,
2015a; Lower et al., 2020; Basu et al., 2020), are small, with Av/v < 2 X 107°. We do
not include these glitches in our timing model here. They are not detected by the HMM
offline glitch search (note they lie below the 90% upper limit Av**”/v = 4.7 x 107°
for the relevant stretch of data; see Section 5.6.6) and visual inspection of the residuals
does not reveal any obvious glitch signature. The other two glitches, at MJDs 57468
and 58241, are similar in size to the latest glitch and are clearly visible. We recover
glitch parameters which are consistent with previous studies (Jankowski et al., 2016;
Lower et al., 2020; Basu et al., 2020; Liu et al., 2024). We find moderate evidence for a

recovery term in the glitch at MJD 58241 (In BAA;/:I:S = 5.9), with Av;/v = 5.3%2% and

At; = 5629, This recovery was not reported by other analyses (Lower et al., 2020;
Basu et al., 2020; Liu et al., 2024).

PSR J1803-2137

This glitch is identified by eye during the initial timing process as occurring during the
gap between the EW and NS datasets, and is a large glitch, with Av/v = 4592733 x107°
and Av/v = 5.2%3 x 107>, This glitch was previously reported by Keith et al. (2024) as
occurring at MJD 58920 with Av, /v = (4702 £ 11) x 107°. This value is in significant
tension with our measurement, which we ascribe to the glitch occurring in a 700-day
observing gap. This glitch has also been recorded in the Jodrell Bank Observatory (JBO)
glitch catalogue’ (Basu et al., 2022) as occurring at MJD 58958 + 40, with Av/v =
(4960.6 +£1.3) x 10~ and Av/v = (8.50+0.3) x 10~> — different again from the values
reported here and by Keith et al. (2024).

PSR J1836-1008

This glitch is identified by eye as occurring during the gap between the EW and NS
datasets, and was subsequently confirmed in the offline glitch search with In K = 2.1 x
10? with an estimated glitch epoch between MJD 59427 and MJD 59458. It is the second
glitch reported in this pulsar. With an estimated Av/v = 36 + 3 x 107° it is an order
of magnitude larger than the previous known glitch, which had Av/v = 3.6(1) x 10~
(Basu et al.,, 2022). No significant change in Av/v is detected. It was also detected by
Keith et al. (2024) as occurring at MJD 58950, with Av/v = (32.8 + 0.9) x 107°. Like
previous authors, we find no evidence for a decaying component.

PSR J1902+0615

This glitch is identified by eye as occurring between MJD 58589 and MJD 58595, in April
2019. It was subsequently confirmed in the offline glitch search, with InKj = 7.2. It has
not been reported elsewhere. Unlike the other glitches detected in the combined dataset,
this glitch did not occur in the observing gap — the UTMOST-EW data for this pulsar
extends up to July 2020. However, it was not detected in previous searches (Lower et

"https://www.jb.man.ac.uk/pulsar/glitches/gTable.html
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al., 2020; Dunn et al., 2022b) because the cut-off date for this pulsar in the data release
analysed in those studies is November 2018. The glitch is small, with Av/v = (7.6 +
0.2) x 107'°, but it is the largest of the seven known glitches in this pulsar. Other
reported glitches have fractional sizes between 2 X 107 and 4 x 1071 (Yuan et al.,
2010; Espinoza et al., 2011; Basu et al., 2022).

5.6.6 | Glitch upper limits

The automated nature of the HMM glitch detector allows us to compute systematic upper
limits on the size of glitches that could have been detected in a given analysis. This
involves first creating fake datasets which mimic the real datasets, i.e. they have the
same spin parameters, and white and red noise injected using LIBSTEMPO at the levels
recovered by ENTERPRISE. Glitches of various sizes are injected into these fake datasets,
and the detection probability as a function of glitch size, denoted P4(Av), is estimated
by running the HMM on the fake datasets and checking in each instance whether a
glitch candidate is recovered. We take the benchmark detection probability to be 90%,
and denote the glitch size at which 90% of injected glitches are successfully detected
by Av?®”. Previous sensitivity estimates of the HMM have employed a binary search
method to determine Av°°% (Lower et al., 2021; Dunn et al., 2022b; Dunn et al., 2023a).
In this work we adopt a technique borrowed from sensitivity estimation in the context of
continuous gravitational wave searches (Banagiri et al., 2019; Abbott et al., 2021d; Abbott
et al., 2022d) and assume the detection probability is a sigmoid in log, , Av of the form

-1

Py(Av) = [1 + exp {—r[loglO(Av/Hz) — co]}] (5.38)

We fit for the dimensionless parameters r and ¢, using the LMFIT package (Newville
et al., 2014), and invert the best-fit sigmoid curve to find the value of AvoO% satisfying
Py(AV?”) = 0.9.

The above procedure applies to both the online and offline glitch searches. In the on-
line glitch searches, we randomly choose 10 30-ToA windows within the total UTMOST-
NS dataset and compute the value of Av®°” for each. The injected glitch epochs are
chosen uniformly within the window. We expect some variation in these values as the
observing cadence and telescope sensitivity (and hence the ToA uncertainties) both vary
by approximately a factor of two over the two years of operation (see Appendix 5.A1).
For each pulsar we take the average over the set of chosen windows and quote a mean
Av®°* value. The distribution of Av*°*/v is shown in the top panel Figure 5.8, with a
mean Av°°”* /v of 4.7 x107%. This is comparable to the sensitivity achieved in the offline
search of the UTMOST-EW dataset conducted by Dunn et al. (2022b), where the mean
AV?*” |y value is 1.9 x 1072,

The upper limits in the offline search case are computed in the same way, except that
the complete EW+NS datasets are used and the injected glitch epochs are chosen uni-
formly within the total timespan of each dataset. In cases where the EW+NS dataset for
a pulsar is divided by the presence of large glitches, we derive separate upper limits for
each section. The bottom panel of Figure 5.8 shows the distribution of Av*°* /v for the
offline searches. Compared to the equivalent distribution in Dunn et al. (2022b), as well
as the upper limits for the online pipeline as shown in the top panel of the same figure,
the distribution is shifted towards smaller values, with a mean of 5.3 x 10~° compared
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to 1.9 x 107% in Dunn et al. (2022b) and 4.7 x 10~ for the online glitch searches. The
minimum upper limit for the offline search is 2.4 x 10~'?, achieved for PSR J0437—-4715,
compared to the minimum 6.8 x 10™'" achieved for PSR J1939+2134 in the online case.
Similarly the maximum upper limit in the offline search is 1.3 x 1077, achieved for PSR
J1338—6204, compared to the maximum 5.0 X 1077 achieved for PSR J1703—4851 in the
online case.

In the online searches, the primary factors determining sensitivity are the typical ToA
uncertainty and observing cadence (Melatos et al., 2020; Dunn et al., 2023a). As dis-
cussed in Section 5.6.3, for the online searches we adopt a fixed configuration of the
HMM glitch detector for all pulsars, and do not incorporate information about the char-
acteristics of timing noise in the pulsar. In contrast, in the offline searches, information
about the timing noise is used (see Appendix 5.A3), so that the intrinsic properties of
the pulsar also play a role in determining the sensitivity; see Section 6 of Melatos et al.
(2020).

Small glitches have recently been reported in PSR J1048—5832 (Zubieta et al., 2023;
Liu et al., 2023; Zubieta et al., 2024) and PSR J0835—4510 (Zubieta et al., 2024) which
are within the timespan covered by the EW+NS dataset. The four reported glitches in
PSR J1048—5832 have fractional amplitudes ranging between 0.91x10™° and 9.9x 10~°,
while the small glitch in PSR J0835—4510 reported by Zubieta et al. (2024) has a fractional
amplitude of 2 x 107'°. None of these glitches are detected by the offline HMM search.
They are smaller than our 90% upper limits, which are 2.5 x 10~® for PSR J1048—5832
and 1.4 x 107® for PSR J0835—4510.

5.7 | Conclusion

In total, the UTMOST-NS timing programme produced 269 pulsar-years of new timing
baseline across 167 pulsars, and 3665 hours of integrated observing time. In this paper we
describe the programme, and report some of the first scientific results drawing on the full
sample of observed pulsars, with a focus on irregularities in the timing behaviour. We
augment the new UTMOST-NS data with existing data from the earlier UTMOST pro-
gramme using the east-west arm (Jankowski et al., 2019; Lower et al., 2020), and execute
two Bayesian analysis pipelines: ENTERPRISE (Ellis et al., 2020) selects between models
with different combinations of timing noise and non-zero second frequency derivative,
and a HMM-based glitch detector (Melatos et al., 2020) searches for glitches and pro-
duces systematic upper limits on the size of undetected glitches for each object.

We investigate the timing noise properties across the population, and find results con-
sistent with earlier studies (Shannon and Cordes, 2010; Parthasarathy et al., 2019; Lower
et al., 2020) which suggest that the pulsar characteristic age 7, oc vv~" is correlated with
the contribution of timing noise to the total timing residuals, opy. Assuming opy o vl
we find a = —0.927035 and b = 0.807015. We also find that fixing the scaling of ogy
with observing timespan according to the measured noise PSD spectral index does not
improve our ability to estimate the contribution of timing noise to the timing residu-
als. The scatter in the relationship between oyy and its predicted value increases by
approximately 10% when the scaling with observation timespan takes its theoretically
expected form. Motivated by this result, we test the consistency of the estimated noise
PSD parameters under variations in data set and methodology, and find that the esti-
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Figure 5.8: Distribution of 90% confidence upper limits on fractional glitch size for the
online (top) and offline (bottom) glitch searches described in Sections 5.6.3 and 5.6.4 (blue
histograms), compared to the observed distribution of fractional glitch sizes recorded
in the JBO glitch catalogue (orange histograms). All histograms are normalised so that
they integrate to one. The online upper limits include one value per pulsar, 158 total. The
offline upper limits include one value per time span analysed per pulsar. When a data set
has been split into pre- and post-glitch sections or has been subdivided because of strong
timing noise, there are multiple time spans per pulsar — in total there are 173 offline upper
limits. The JBO values include all glitches with positive Av, 676 in total. In the case of the
online search, the mean upper limit across the sample is Av*°*/y = 4.6 x 107 with a
maximum of 5.0x 1077 (PSR J1703—4851) and a minimum of 6.8 x10~"'" (PSR J1939+2134).
In the case of the offline search, the mean upper limit is 5.3 x 10~°, with a maximum of
1.3 x 1077 (PSR J1709—4429) and a minimum of 2.4 x 1072 (PSR J0437—4715).
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mated parameters of the noise PSD sometimes change significantly as additional data
are incorporated. There is a bias towards recovery of shallower spectral indices § when
we analyse the combined EW+NS datasets compared to the EW datasets alone, using the
same methodology (ENTERPRISE) in both cases. The mean shiftin fis Af = —0.57+0.14.
No significant shift in the amplitude A,.4 is observed. Moreover, no significant shift in
either A4 or f is observed when comparing the results of ENTERPRISE against TEMPON-
EST, using the same dataset.

We investigate the presence of secular ¥ terms for the pulsars in our sample. Even
when simultaneously modelling the timing noise and ¥ term, measurements of ¥ = 0
are still contaminated by timing noise, as previously noted by other authors (Vargas
and Melatos, 2023a; Keith and Nitu, 2023). In particular, the ensemble variation in the
measured ¥ can exceed the uncertainty reported by ENTERPRISE by a typical factor of
approximately three when the spectral index of the timing noise PSD is approximately
six. This effect is closely connected to the low-frequency cutoff in the timing noise model.
Setting the cutoff at 1/T,,, we recover nine non-zero ¥ values, with the implied braking
index ranging between —(2.4 + 2.4) x 10* and (5.0 + 0.7) x 10*. If an additional timing
noise model with the cutoff at 1/(2T,,) is evaluated, the only pulsar with a significant
measurement of ¥ is the Crab pulsar, for which we measure n = 2.54+0.03. We expand
on the work of Vargas and Melatos (2023a) to give explicit analytic conditions under
which “anomalous” braking indices are expected (i.e. [#]| > 1) in terms of the parameters
estimated by ENTERPRISE. These conditions involve the amplitude and spectral index
of the timing noise PSD, the spin frequency and its first derivative, and the observing
timespan. We show that for all but two pulsars in our sample, variation in the measured
n due to timing noise is expected theoretically to overwhelm the underlying secular
braking index M1, under the assumption that 1 < n S 7. The median timing baseline
required to overcome this effect is 280 yr for pulsars with spectral indices close to 4, and
3.9 x 107 yr for those with spectral indices close to 6.

Finally we report on the presence of glitches in our sample, using the HMM pipeline
to perform both an “online” low-latency search for glitches, which was in place during
active operation, and an “offline” search which was performed afterwards. We analyse 17
glitches in total, of which three were detected while the UTMOST-NS timing programme
was active and one, in PSR J1902+0615, is previously unpublished. Glitch parameters are
estimated using ENTERPRISE, and we check for the presence of an exponentially decay-
ing term via Bayesian model selection. We find evidence for decaying components in
seven glitches among four pulsars, with timescales ranging between 1.9 + 0.7 d and
61673253 d and recovery fractions on the order of 107>, within the typically observed
ranges for large glitches (e.g. Yu et al. 2013; Lower et al. 2021; Liu et al. 2024). For all
three large glitches in PSR J0835—4510 we measure a short decay timescale between 1
and 10 d, and a recovery fraction of approximately 6 x 10~>, matching several previous
studies (Flanagan, 1990; McCulloch et al., 1990; Dodson et al., 2002; Sarkissian et al.,
2017; Zubieta et al., 2024). Measurement of these decay timescales, particularly those on
the order of days, is enabled by the high cadence of the observing programme.

We also report estimates of the sensitivity of both the online and offline glitch de-
tection pipelines, leveraging the fast and automated nature of the HMM pipeline to
derive upper limits on the size of undetected glitches through the use of automated
injection studies. We find that the online pipeline achieves an average sensitivity of
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Av*** v = 4.6 x 107%, while the offline pipeline achieves a significantly better average
sensitivity of Av®**/v = 5.3 x 10™° due to the explicit incorporation of information
about the timing noise.

This study of bright southern pulsars is the last major project to run at the Molonglo
Telescope. It is being decommissioned in 2024 after almost 60 years of operation as a
significant Australian radio astronomy facility.

Acknowledgements

Parts of this research are supported by the Australian Research Council (ARC) Centre of
Excellence for Gravitational Wave Discovery (OzGrav) (project numbers CE170100004
and CE230100016). LD is supported by an Australian Government Research Training
Program Scholarship. This work was performed in part on the OzSTAR national facil-
ity at Swinburne University of Technology. The OzSTAR program receives funding in
part from the Astronomy National Collaborative Research Infrastructure Strategy allo-
cation provided by the Australian Government. The Molonglo Observatory is owned
and operated by the University of Sydney with support from the School of Physics and
the University. The UTMOST project is also supported by the Swinburne University of
Technology.

Data availability

The data products underlying this work will be made available through the Pulsar Data
Portal (https://pulsars.org.au) and are also available upon reasonable request to the corre-
sponding author.

5.A1 | Flux density calibration and telescope sensitivity for
the survey period

We monitor the sensitivity of the telescope over the course of the timing programme
using 12 bright “calibrator” pulsars which exhibit relatively steady emission properties,
in particular a consistent flux density from observation to observation. We use these
calibrator pulsars because the NS arm upgrade did not include e.g. noise diodes, which
can be used to measure variations in the sensitivity of radio telescopes (e.g. Maron et al.
2013; Jankowski et al. 2018; Kumamoto et al. 2021). The modified radiometer equation
(Keane, 2010) gives the proportionality between the flux density of the pulsar and the
observed S/N in terms of a number of properties of the telescope and the pulsar:

Tsys + Tsky 0

Gl Afty V10

(S/N), (5.39)

where S is the flux density, G is the telescope gain in units of KJy ™, Ty is the system
temperature in K, Ty, is the sky temperature in K, #,, is the number of polarisations, A f
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Figure 5.9: Sensitivity of the UTMOST-NS array as a function of time, normalised against
the average sensitivity during the observations taken between MJD 59598 and MJD
59652, indicated by the dashed vertical lines.

is the observing bandwidth, t;; is the integration time, o is the duty cycle of the pulsar®.
Thus tracking S/N for these pulsars with approximately constant S gives a proxy for the
variation in the SEFD, G_lTsys, over time, as all other parameters are either constant or
well-known for each observation.

The sensitivity curve we produce is quoted in relative terms — we calculate a correc-
tion factor which adjusts the measured S/N values so that they are comparable to the S/N
values obtained during a period of high sensitivity between MJDs 59598 and 59652. For
each calibrator pulsar we find the mean S/N value within this calibration window, and
then compute the ratio between this mean S/N and the S/N at each observation. This
gives a point estimate of the telescope sensitivity, normalised against the window. All
S/N values are scaled to a reference observing time of 300 s by multiplying by a factor
of /300 s/t;,;. The final sensitivity curve is then calculated by taking the running mean
over windows of 15 observations (encompassing all calibrator pulsars), and is shown in
Figure 5.9.

We use the telescope sensitivity curve along with a priori knowledge of the flux den-
sities of the sample of 12 pulsars to construct an approximate flux density scale for the
pulsars in our sample. To do this we use estimates of the flux densities at 843 MHz
(Jankowski et al. 2019; S. Johnston, priv. comm.) for the same twelve calibrator pul-
sars used to construct the sensitivity curve. The gain of the telescope is estimated to
be 0.25KJy ", and the system temperature approximately 170 K based on the S/N val-
ues observed from the calibrator pulsars, for an overall SEFD of 680 Jy (Mandlik et al.,
2024). Given these values, along with (i) an estimate of the sky temperature for each

®As 0 approaches 1 equation (5.39) becomes inaccurate, but the pulsars in the UTMOST-NS dataset
have 0.005 < 0 < 0.27. Note that highly scattered pulses may have & > 1 nominally yet are still
detectable under some circumstances.
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pulsar derived from the temperature maps of Haslam et al. (1982) scaled to our observ-
ing frequency and (ii) the telescope sensitivity curve, we estimate the flux density from
UTMOST-NS data for every observation of each calibrator pulsar via equation (5.39),
where S/N includes the correction factor derived from the telescope sensitivity curve.
With the estimated system parameters quoted above, we find that the flux density esti-
mates are in fair agreement with the Jankowski et al. (2019) values, which were calculated
with reference to absolute flux density calibrated observations taken at the Parkes radio
observatory (Jankowski et al., 2018). However, the UTMOST-NS flux densities tend to
be somewhat lower than the Jankowski et al. (2019) values, and an overall correction
factor of 1.07 is applied to the estimated SEFD to align the two sets of values, so that
the mean ratio between the estimated flux densities from UTMOST-NS observations and
the Jankowski et al. (2019) values is unity.

We thus obtain a flux density scale for all the pulsars in our sample, using the sensitiv-
ity curve of Figure 5.9 along with the telescope parameters and overall correction factor
quoted in the previous paragraph. We do not use the derived flux densities further in
this work. however they are available as one of the data products through the Pulsar
Data Portal® (Bailes et al., in prep.).We caution that these values are indicative only, and
should be treated as accurate to within a factor of approximately two.

5.A2 | Influence of timing noise on the measured  for | — 4| <
1

This appendix presents the calculation of 6% when the spectral index of the timing noise
PSD, B, satisfies | - 4| < 1. The analysis is much the same as the = 6 case discussed
in Section 5.5.1, but we assume a Langevin equation of the form in equation (5.21) rather
than (5.14) — i.e. there is a random walk in v rather than v. The strength of the white
noise term £(t) is parametrised by o, and the phase residual PSD is

Py(f) = 20,7 (2m f) ™. (5.40)
Again we must take into account the difference in units by multiplying the ENTERPRISE

PSD by v?, and account for the mismatch in spectral indices by constructing a P#=*( f)
with f = 4 and A4 adjusted to match opy values. The amplitude of this adjusted PSD

is given by o
- [ 3
zqrﬁed4 = —Ared (ji()_w) . (5-41)
/5 -1 f;fr

Then the value of 0, can again be estimated by equating Py(f) and vaﬂ:4(f):

’f rV2(27'()4 =4
0, = }]24—7.(2Afed . (542)

The dispersion in v over a timespan T is 0, = O'VTI/ ?, and the corresponding dispersion
in ¥ is 0¥ = 26,/T>. This leads to

V221t 4
59 ~ 2\/%&@%—3”, (5.43)
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as in equation (5.22).

5.A3 | HMM setup for offline glitch searches

To completely specify the HMM used for a given pulsar in the offline analysis (Section
5.6.4), several parameters must be chosen, including the choice of timing noise model
and the parameter controlling the strength of that timing noise, as well as the parameters
controlling the DOI, which is the grid of (v, ) values allowed in the HMM. Note that here
(v, v) specifies a deviation away from a fixed timing model (with parameters indicated by
a subscript LS in the main text), and so for this application the DOI is always symmetric
about zero in both v and v. For convenience we introduce the uncertainty in v, denoted
ov, and similarly for v. These are the uncertainties due to the ToA measurement error
— the uncertainty in v across a ToA gap of length z; with ToA measurement errors oy
and oy, ; (in units of cycles) is given by

oV = 2 (0 + o), (5.44)
and similarly for v the uncertainty is given by
oV = 22 (of + o). (5.45)

The characteristic uncertainties for a given pulsar, v and ov are taken to be the median
values of 01, and 0V over all ToA gaps. Finally, we denote that median ToA gap length
for a given pulsar by Z.

As noted by Dunn et al. (2023a), the nature of the HMM means that a higher cadence
of observations is not always advantageous if the aim is to detect the smallest glitches
in the data. Smaller z reduces the dispersion in v and v during each ToA gap, but it also
increases the uncertainty in v and v during the gap; see equations (5.44) and (5.45). It
therefore makes sense in some cases to remove a subset of the data before analysis, in

order to minimise
f(Z) = ov? +(029)?, (5.46)

where f(Z) is a measure of the average spread in v across ToA gaps in a given dataset,
including the contribution from both the uncertainty due to ToA error bars (6v) and the
timing noise model (0Z%). The value of the exponent & depends on the timing noise
model chosen; for RWFO we have & = 1/2 and for RWF1 we have &« = 3/2. For each
dataset we find what Z minimises f(Z), and trim the dataset to remove gaps smaller than
this value. We impose an upper bound on the adopted optimal Z of 30 d. When no timing
noise is indicated by the ENTERPRISE analysis we always take the optimal Z to be 30 d.

When choosing the HMM parameters, there are three cases to cover: the case where
a model with no timing noise is preferred, the case where a timing noise model with
2 < B < 5is preferred *°, and the case where a timing model with > 5 is preferred.

5.A3.1 | No timing noise

In the case where a model with no timing noise is preferred, we select the RWF1 timing
noise model in the HMM, and set the timing noise strength parameter o, based on ov.

The case f§ < 2 is excluded by our adopted priors; see Table 5.1.
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Over a gap of length z, the dispersion in v due to the random walk under RWF1 is 0,22,
and so

o, = ovz 2, (5.47)

so that over the median ToA gap length Z the dispersion in v is equal to the typical
uncertainty in v due to the ToA measurement uncertainty. The v bounds on the DOI are
taken to be v, = 100v, and the bin sizing to be €, = 6v/2. The v bounds are taken to be
v, = 2V, /T pan, and the bin spacing is €;, = 2, /11. The precise factors involved here are
arbitrary but conservative — given that these pulsars do not exhibit detectable levels of
timing noise, we can afford to sample v and v finely, as we do not have to accommodate
a wide range in either parameter.

5.A3.2 | Timing noise with2 < <5

In the case where a model including timing noise with 2 < 8 < 5 is preferred, we select
RWFO, which produces a PSD with f = 4. Equation (5.42) gives a recipe for setting o,
the parameter which controls the strength of the random walk in the HMM, according
to the value of A, 4 returned by ENTERPRISE. Under the RWFO model, the dispersion in

v over a gap of length z is szl/ 2. We take the DOI bounds on v to be v, = astlp/azn.

Similarly the DOI bounds on v are v, = O‘VTS_pL{f. The bin spacing in v is taken to be

e, = max(0Z'/?/2,6v/2). That is, the v bins are spaced by either the typical dispersion
in v over a ToA gap due to the random walk, or by the typical uncertainty in v due
to ToA measurement error, whichever is larger. The bin spacing in v is taken to be
€; = min(2v, /3, 6v/2). We aim to space the v bins according to the typical uncertainty
in ¥ due to ToA uncertainty, but in some cases where v, is particularly small this leads to
only a single ¥ bin. We find that the HMM produces large numbers of clear false alarms
in this case, so we enforce a minimum of at least three v bins.

5.A3.3 | Timing noise with > 5

The final case is § > 5, and we select the RWF1 model for this case, which produces
a PSD with f = 6. As with the RWFO model discussed in Section 5.A3.2, we have a
recipe [equation (5.19)] for setting the strength of the random walk, in this case denoted
0,, based on the value of A 4 returned by ENTERPRISE. The DOI bounds on v and v
are set to v, = UTsp/azn and v, = (ITslp/aZn respectively. The bin spacing in v is taken to
be €, = max(021/2/2, 0v/2). As for the the case of v spacing in Section 5.A3.2, the v
bins are spaced either according to the typical dispersion in v over a ToA gap or by the
uncertainty in v due to ToA uncertainty, whichever is larger. In some cases the spacing
in v and the initially chosen value of 0, are such that transitions to neighbouring v bins
are suppressed, and we find that this causes the HMM to produce large numbers of clear
false alarms. A similar issue arises with v spacing in Section 5.A3.2. We include an
adjustment to o, at this point, taking o, = max(o,, ej-,Z_l/ %), so that o, is large enough
to allow the hidden state to transition between neighbouring v bins. Finally we take the
bin spacing in v as €, = max(0z*?, 5v/2).
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Search for continuous gravitational
waves from neutron stars in five globular

clusters with a phase-tracking hidden
Markov model in the third LIGO
observing run

This chapter has been submitted for publication to Physical Review D as L. Dunn et al.,
“Search for continuous gravitational waves from neutron stars in five globular clusters
with a phase-tracking hidden Markov model in the third LIGO observing run”.

Abstract

A search is performed for continuous gravitational waves emitted by unknown neu-
tron stars in five nearby globular clusters using data from the third Laser Interferometer
Gravitational-Wave Observatory (LIGO) observing run, over the frequency range 100-
800 Hz. The search uses a hidden Markov model to track both the frequency and phase
of the continuous wave signal from one coherent segment to the next. It represents the
first time that a phase-tracking hidden Markov model has been used in a LIGO search.
After applying vetoes to reject candidates consistent with non-Gaussian artifacts, no
significant candidates are detected. Estimates of the strain sensitivity at 95% confidence
hg-”e"f/g and corresponding neutron star ellipticity e”" are presented. The best strain sen-

sitivity, hgi}/g = 2.7 x 107%% at 211 Hz, is achieved for the cluster NGC6544.
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6.1 | Introduction

Continuous gravitational waves (CWs) are long-lasting and nearly monochromatic sig-
nals which may be emitted by a variety of sources, but which have so far remained
undetected (Riles, 2023; Wette, 2023). In the frequency band covered by existing terres-
trial interferometers, one promising class of CW sources is rapidly rotating neutron stars
located within the Milky Way. There are many possible emission mechanisms through
which neutron stars can emit gravitational waves, involving both the crust and the inte-
rior. These include deformations created by thermal (Bildsten, 1998; Ushomirsky et al.,
2000; Osborne and Jones, 2020; Hutchins and Jones, 2023), magnetic (Bonazzola and
Gourgoulhon, 1996; Cutler, 2002; Payne and Melatos, 2004; Melatos and Payne, 2005;
Payne and Melatos, 2006; Rossetto et al., 2023), and tectonic (Caplan and Horowitz, 2017;
Gittins et al., 2021; Kerin and Melatos, 2022) effects, as well as fluid oscillations (partic-
ularly r-modes) (Andersson et al., 1999; Arras et al., 2003; Bondarescu et al., 2007). CW
searches thus serve to probe the physics involved in these mechanisms.

Globular clusters are an interesting target for CW searches, as their dense cores pro-
vide a natural formation site for millisecond pulsars (MSPs), fast-spinning neutron stars
which have been “recycled” by accretion from a binary companion (Katz, 1975; Clark,
1975; Alpar et al., 1982; Pooley et al., 2003). The gravitational wave strain scales as the
square of the spin frequency for several important emission mechanisms (Riles, 2023).
Once recycled, MSPs may also experience further accretion episodes later in their life, as
the stellar density in the cluster core enhances the likelihood of stellar encounters which
disrupt the orbits of debris disks (Wang et al., 2006; Abbott et al., 2017b; Jennings et al.,
2020) or planets around the pulsar (Wolszczan and Frail, 1992; Bailes et al., 2011; Spiewak
et al., 2018; Behrens et al., 2020; Nitu et al., 2022). Two CW searches targeting globular
clusters specifically have been carried out in the past (Wette, 2023). Abbott et al. (2017b)
carried out a search with 10 days of Initial Laser Interferometer Gravitational-Wave Ob-
servatory (LIGO) Science Run 6 data targeting unknown neutron stars in the globular
cluster NGC 6544. Dergachev et al. (2019) carried out a search with Advanced LIGO
Observing Run 1 data targeting a small sky region containing both the Galactic Center
and the globular cluster Terzan 5. Searches directed at the Galactic Center are broadly
similar to globular cluster searches, being wide parameter space searches targeting an
interesting sky region, and a number of these searches have been performed previously
(Aasi et al., 2013; Dergachev et al., 2019; Piccinni et al., 2020; Abbott et al., 2022f). Be-
sides the two specific searches, globular cluster MSPs have been targeted in searches
for known pulsars (Abbott et al., 2010; Aasi et al., 2014; Pitkin et al., 2015; Abbott et al.,
2017e; Abbott et al., 2019d; Abbott et al., 2022f).

This paper presents a search for CW emission from unknown neutron stars in five
globular clusters in the Milky Way. We allow for the possibility that the phase model
of the signal does not follow a simple Taylor expansion but includes some additional
stochasticity (called “spin wandering”). The search uses a hidden Markov model (HMM)
to track both the frequency and phase of the wandering signal (Suvorova et al., 2016;
Suvorova et al., 2018; Melatos et al., 2021). HMMs have been used in a number of CW
searches in the past (Abbott et al., 2017c; Abbott et al., 2019¢; Millhouse et al., 2020; Mid-
dleton et al., 2020; Sun et al., 2020a; Abbott et al., 2021d; Jones and Sun, 2021; Beniwal
et al.,, 2021; Beniwal et al., 2022; Abbott et al., 2022b; Abbott et al., 2022g; Abbott et al.,
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2022c; Vargas and Melatos, 2023b) but previously tracked only the frequency, typically
using the JF -statistic for isolated targets (Jaranowski et al., 1998; Cutler and Schutz, 2005)
or the J -statistic for targets in binaries (Suvorova et al., 2017). In contrast, the HMM
implementation used in this paper, developed by Melatos et al. (2021), employs a modi-
fied version of the B-statistic (Prix and Krishnan, 2009; Melatos et al., 2021), which is a
function of both frequency and phase. Phase tracking improves the sensitivity by down-
weighting noise features, that are not approximately phase-coherent over the search.

The structure of the paper is as follows. In Section 6.2 we describe the HMM frame-
work in general, its implementation in this specific search, and the modified B-statistic
which serves as the coherent detection statistic. In Section 6.3 we discuss the setup of
the search, including target selection and the parameter domain. In Section 6.4 we dis-
cuss the candidates returned by the search, the veto procedures used to reject spurious
candidates, and the results of applying the vetoes. In Section 6.5 we estimate the sensi-
tivity of the search to CW emission from each cluster. In Section 6.6 we summarise the
results and look to future work.

6.2 | Algorithms

In this section we briefly recap the HMM formalism and its algorithmic components. We
define the signal model (Section 6.2.1), derive the form of the phase-sensitive 3-statistic
which serves as the coherent detection statistic throughout this search (Section 6.2.2),
and explain how the B-statistic is combined with phase-frequency transition probabili-
ties as part of a HMM (Section 6.2.3).

6.2.1 | Signal model

Following Jaranowski et al. (1998), the mass quadrupole gravitational wave signal from
an isolated rotating neutron star emitting at twice the spin frequency can be written as
a linear combination of four components

h(t) = AP, (1), (6.1)

with p € {1,2, 3, 4}, where we adopt the Einstein summation convention. The A" are
the “amplitude parameters” given by Egs. (32)—(35) in Jaranowski et al. (1998). They
do not evolve and depend on the characteristic strain amplitude h,, the cosine of the
inclination angle cos, the polarisation angle ¢ and the initial signal phase ®,." The
h,(t) are combinations of the antenna pattern functions [Egs. (12) and (13) of Jaranowski
et al. (1998)] and the phase of the signal ®(t), whose evolution is expanded as a Taylor
series, viz.

S k+1
O(t) = 27 ; f""ﬁ £ O (£) + Dugs(b). 6.2)

!Strictly speaking the A* also depend on the angle between the total angular momentum of the star
and the axis of symmetry, 0, as well as the angle between the interferometer arms, C (Jaranowski et al.,
1998). The A* are multiplied by a factor of sin C sin® 6, but C = 1t/2 for the LIGO detectors, and we assume
0 = 1t/2 also, so this factor is unity.
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In Eq. (6.2), f ®) is the k-th time derivative of the frequency evaluated at t = 0, @, ()
is an additional stochastic wandering term, the nature of which is discussed in detail in
Section 6.2.3, and Qggg () is the phase contribution from the transformation between the
solar system barycentre (SSB) and the detector frame, cf. Eq. (14) of Jaranowski et al.
(1998). For the form of h,,(t) see Eq. (36) in Ref. (Jaranowski et al., 1998).

6.2.2 | Phase-dependent B-statistic

The B-statistic was introduced by Prix and Krishnan (2009) as a Bayesian alternative to
the well-known F -statistic (Jaranowski et al., 1998). The F -statistic is obtained by ana-
lytically maximizing the likelihood function over A¥ and hence h, cos, i and . The
B-statistic is obtained by instead marginalising over these parameters with a physically
motivated prior which is uniform in hy, cost, ¥, and ®,. Melatos et al. (2021) modi-
fied this approach to leave @, as a free parameter, so that it can be tracked by a HMM
as discussed in Section 6.2.3. Here we briefly justify the form of the phase-dependent
B-statistic and discuss how to compute it in practice. The discussion draws on Refs.
(Jaranowski et al., 1998; Prix and Krishnan, 2009; Melatos et al., 2021).
We begin with the log likelihood

InA = (x|h>—%<h|h), (6.3)

where x(t) is the detector data and h(t) is the signal as defined in Egs. (6.1) and (6.2).
The inner product is defined as

o (T ()
(x|}7>—4RJ; df 5. (6.4)
T
~ Sh(zfo)L dt x(t)y(t), (6.5)

where Sj(f) is the one-sided power spectral density of the noise at a frequency f, T is
the total length of the data, and the approximate equality holds for finite-length signals
localized spectrally to a narrow band around f, in which S;,(f) ~ Sj,(f,) can be taken as
constant (which is a good approximation for the quasi-monochromatic signals of interest
here (Jaranowski et al., 1998)). Defining x,, = <x|hﬂ> and <h,4 |hv> = M,, we write

1 v
InA = Afx, - EA"MWA . (6.6)
The phase-dependent B-statistic is obtained by marginalising over cos, 1, and h:

1 /4 Jymax
B = f d(cos1) J dy f dhg p(cost, P, hy)A. (6.7)
-1 —-1/4 0

InEq. (6.7), p(cost, i, hy) = C/hy™ is the prior, where hy™* is a large but arbitrary max-
imum h, and C is an irrelevant normalising constant. Since p(cost, ¥, h,) is a constant
and can be taken outside the integral it is dropped going forward.
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We now substitute Eq. (6.6) into Eq. (6.7) and perform the triple integral. Writing
A" = hy A, with A* independent of h,, and collapsing the triple integral I[] for
notational convenience, we obtain

2
B = J[] exp (hOA'”xM - %A"‘MWA'V). (6.8)

We use the following identity to perform the integral over h,:

X .o (m\Y? (Al A 2BX - A
J; dx eXp(Ax — Bx®) = (E) exp(E)[erf(ﬁ) +erf(w)]. (6.9)

We also take hg ™™, which is arbitrary, to be sufficiently large that the second erf{(...) term
approaches unity. The result is

-1 /4
TC
» e Y1\22 M, A

(A"‘x”)2 ] A¥x, .
X exp —2«4'”M,,VA’V er ( '—ZA”‘MWA’V)+ .

The ingredients of the integrand — A%, M,,, and x,, — are all straightforward to com-
pute using existing functionality in LALSUITE, the standard software suite for analysis of
LIGO, Virgo, and KAGRA data (LIGO Scientific Collaboration et al., 2018). We use the
existing graphics processing unit (GPU) framework (Dunn et al., 2022c) to compute the
J -statistic and hence x,,, the most expensive step. We also integrate Eq. (6.10) using
GPUs, running a simple Simpson integrator ona 11 x 11 grid of cos: and ¢ values. We
verify using synthetic data that the relative error in the value of the B-statistic when
computed using an 11 x 11 grid compared to a finer 501 x 501 grid is typically small,
with a mean fractional error of 1% and a fractional error exceeding 10% occurring in 0.7%
of the 6.4 x 10> B-statistic values computed for the purposes of this test.

When computing B we ignore @ (t) in Eq. (6.2). By assumption this term is small
compared to the other terms in Eq. (6.2) over each coherent segment during which B
is computed, amounting to < 1 rad. The stochastic wandering is tracked instead by the
HMM, as discussed in Section 6.2.3.

1/2

(6.10)

6.2.3 | HMMs and the Viterbi algorithm

The number of signal templates needed to cover an astrophysically relevant parame-
ter domain grows quickly for a phase-coherent search, as the observational timespan
T.ps increases. Hence a number of “semicoherent” techniques for CW searches have
been developed, which perform phase-coherent computations on subdivided segments
of length T, and combine the segments without enforcing phase coherence between
them. Most semicoherent methods completely discard the phase information between
segments (see e.g. Refs. (Suvorova et al., 2016; Krishnan et al., 2004; Bayley et al., 2019;
Astone et al., 2014)). Some, termed “loosely coherent”, retain some phase information but
do not enforce perfect phase continuity (Dergachev, 2010; Dergachev, 2012; Dergachev
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and Papa, 2023). While there is some loss of sensitivity inherent in this approach —
the sensitivity of semicoherent searches scales as (Too,Tops) ' * (Krishnan et al., 2004;
Wette, 2012), compared to T5,/? for coherent searches — there is a large computational
saving. Some semicoherent methods also offer flexibility in the face of the unexpected.
For example, although fully coherent methods can accommodate deviations away from
an assumed signal model through explicit searches over the parameters determining the
phase evolution (Abbott et al., 2008b; Ashok et al., 2021; Abbott et al., 2022a), if there is a
stochastic component to the phase evolution which operates on timescales shorter than
the observing timespan then a semicoherent approach may be needed. A HMM solved
by the Viterbi algorithm to find the most likely sequence of signal frequencies f(t) is
one such approach, which has been used in a number of CW searches in the past (Ab-
bott et al., 2017c; Abbott et al., 2019¢; Millhouse et al., 2020; Sun et al., 2020a; Middleton
et al., 2020; Abbott et al., 2021d; Jones and Sun, 2021; Beniwal et al., 2021; Beniwal et al.,
2022; Abbott et al., 2022b; Abbott et al., 2022g; Abbott et al., 2022c; Vargas and Melatos,
2023b). This approach was extended to include tracking of ®@(¢) by Melatos et al. (2021),
and is the subject of the present paper. In this section we review the basic framework of
HMMs and the way it is put into practice for the present, loosely coherent search.

HMMs

HMMs model the evolution and observation of systems fulfilling two important crite-
ria: a) the evolution of the internal state of the system is Markovian, and b) the internal
state is hidden from the observer but may be probed probabilistically through measure-
ment. This section briefly describes the formalism involved; for a more detailed review
of HMMs see Rabiner (1989).

The hidden state of the system is assumed here to be discretised and bounded, so that
each state is in the set Q = {q;,4,, ..., qNQ}, where N, is the total number of hidden
states. Time is likewise discretised, with the HMM occupying the hidden state g(t;) € O
at each timestep t; € {to,t,t,,...,tN,} ;Where ¢, is an “initial timestep” before any
observations have been made. A sequence of possible hidden states occupied during a
particular realisation of the HMM is denoted by Q = [q(t,), q(t1), (t>), ..., q(tn,)]. The
dynamics of the system are captured by the transition matrix A(q;, 9;), whose entries
are defined as

A(q;,9;) = Pr[q(t,) = 9; | q(t,) = q,]. (6.11)

At each timestep we assume that the system is observed. For a given realisation we
write the sequence of observations as O = [o(t;), o(t5), ..., 0(tn,)]. The set of possible
observations need not be finite, discretised, or bounded. All we require is that there
exists an emission probability function L(o, g;) defined as

L(o,q;) = Pr[o(t,) = 0| q(t,) = q:], (6.12)

i.e. the probability of observing o at the timestep £,,, if the hidden state g; is occupied at
t,.

Finally we specify a belief about the state of the system at the beginning of the analysis,
ie.

I1(q;) = Pr[q(ty) = q;]- (6.13)
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In this paper we have no reason to impose anything other than a uniform prior, viz.
-1
II(q;) =N Q -
Given the above ingredients, it is straightforward to compute the probability of a hid-
den state sequence Q, given a sequence of observations O:

Nr
Pr(Q | 0) = T[q(to)] | | Llo(t,), a(tn)lAlq(t), q(tums)] (6.14)
The goal is to compute arg max,, Pr(Q | O).

Phase tracking

In this paper, the full observation is divided into segments of length T.;, = T.ps/Nr,
which are analysed coherently. Each coherent segment is a timestep in the HMM. The
hidden states are pairs of frequencies and phases at the start of a segment, g(t,) =
[f(t,), D(t,)]. The phase-dependent B-statistic, defined in Section 6.2.2, plays the role
of InL(o, g;). It then remains to specify the transition matrix. We follow Melatos et al.
(2021) and adopt the following model for the evolution of the signal frequency f and
phase O:

df _

o = o), (6.15)
do

where £(t) is a zero-mean white noise term, i.e.

(&) =10 (6.17)
(EE) = o(t = 1) (6.18)

and o parametrises the noise strength. The forward transition matrix A[(f;, ©;), (f;, ;)]
is readily obtained by solving the Fokker-Planck equation corresponding to Egs. (6.15)-
(6.18). For practical reasons it is useful to also know the backward transition matrix

A, q;) = Pr[q(t,) = q; | q(tss) = q;], (6.19)

which is similarly obtained by solving the backward Fokker-Planck equation for this
system.

Details of the transition matrices are given in Appendix 6.A1, and an illustrative figure
is shown in Fig. 6.1. The top panel of Fig. 6.1 shows a heatmap of A(g;, g;) as a function
of A® = O(t, ) — P(t,) and Af = f(t,,1) — f(t,). As shown in Melatos et al. (2021)
and Appendix 6.Al, it is approximately a truncated Gaussian centred on (AD,Af) =
(0, 0), with positive covariance between A® and Af. The bottom panel shows slices
through the distribution at Af = —1,0,+1 bins. These slices are the distributions used
to compute the transition probabilities in the HMM. The Af = +1 bin distributions are
identical up to the location of the peak and each contain approximately 20% of the total
probability, while the Af = 0 bin contains the other 60%. The transitions probabilities
are broad in phase. All three distributions have similar widths. From this figure we see
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Figure 6.1: Hlustrative plots of the transition matrix A(q;,q;) =

Pr[q(tn+1) =q;lq(t,) = qi] according to the model described in Section 6.2.3. The top
panel shows a heatmap of A(q;, q;) where q; = [®(t,), f(t,)] is an arbitrary initial state
and g; = [®(t,,1), f (£,41)] is the final state. The heatmap axes are AD = O(t,,,,) — D(t,)
and Af = f(t,.;) — f(t,) in units of turns (cycles of 27t radians) and bins [of width
(2T .on) '] respectively. The bottom panel shows slices of A(g;, 9;) as a function of AD

for Af = -1, 0, +1 bins. Parameters: T, = 5d,0 = 1.76 x 10~ s73/2,
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that the probability is concentrated in the same bin as the previous timestep, but some
leakage into neighboring bins does occur.

Melatos et al. (2021) included a damping term —y f in Eq. (6.15). However, we are
free to demand y < (2fTZ2,)”" and hence |f(t 1) — f(t,)] < (2Teon) ', so that the
damping does not cause f(t) to move more than one bin per coherent segment. This
renders the effect of —y f in Eq. (6.15) negligible, and in this work we do not include it.
The approximation is justified in more detail in Appendix 6.Al.

Optimal Viterbi path

With the HMM fully specified, we turn to the question of how to use it in a CW search.
To find signal candidates we use the Viterbi algorithm (Rabiner, 1989; Suvorova et al.,
2016) to find the most likely sequence of hidden states,

Q" = argmax Pr(Q | O). (6.20)
Q

More precisely, for each possible terminating frequency bin f; we find the most likely
sequence of hidden states which terminates in that bin,

Q'(f,) = arg(rznaxPr[Q | O, f(tn,) = ﬁ] (6.21)

These paths are sorted according to their probability Pr[Q(f;) | O]. Paths exceeding a
predetermined threshold are marked for follow-up analysis. The determination of the
threshold as a function of the desired false alarm probability is discussed in Section 6.4.1.
To maximize numerical accuracy, we work with log probabilities so that the products in
Eq. (6.14) become sums. Hence we threshold candidates according to their log likelihood
£=nPrQ'(f) | O]

To maximize computational performance the HMM tracking step is performed on
GPUs, as with the computation of the B-statistic described in Section 6.2.2.

6.3 | Setting up a globular cluster search

In this section we describe the astronomical targets and data inputs (Sections 6.3.1 and
6.3.2 respectively) for the globular cluster search performed in this paper, the choices of
certain control parameters which dictate the behaviour of the HMM (Sections 6.3.3 and
6.3.4 respectively), and the astrophysical and computational motivations for the param-
eter domain and its associated grid spacing (Sections 6.3.5 and 6.3.6 respectively).

6.3.1 | Target selection

Globular clusters are dense stellar environments, with correspondingly high rates of
dynamical interactions. They are prodigious manufacturers of low-mass X-ray binaries
(LMXBs) (Katz, 1975; Clark, 1975; Pooley et al., 2003), which are the progenitors of MSPs,
neutron stars which have been “recycled” to millisecond spin periods via accretion (Alpar
et al., 1982). Although accretion from a binary companion offers several mechanisms
to increase the mass quadrupole moment of a neutron star (Wagoner, 1984; Bildsten,
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1998; Vigelius and Melatos, 2009), the search in this paper is not tuned to sources in
binaries, as the B-statistic in Section 6.2.2 does not include the effects of binary motion
on the frequency modulation of the signal (doing so would require a blind search over
the binary parameters, adding greatly to the cost of the search). Hence the ideal target
in this paper is a neutron star that has spent some time in a binary system historically, so
as to be recycled to spin frequencies in the LIGO band above 100 Hz (see Section 6.3.5),
but was disrupted since by a secondary encounter and became an isolated source.

The catalog of Milky Way globular clusters compiled by Harris (1996) (2010 edition)
contains parameters for 157 clusters. With limited resources, we are unable to search
every known globular cluster for CW emission. Therefore we develop a simple ranking
statistic to guide target selection. The rest of this section describes that statistic and the
resulting target list.

Verbunt and Freire (2014) introduced a parameter® 1 which they refer to as the “single-
binary encounter rate”. Roughly speaking it equals the reciprocal of the lifetime of a
binary, before it is disrupted by a secondary encounter. It scales with globular cluster
parameters as

"o —, (6.22)

where p, is the core luminosity density and 7, is the core radius. Larger values of 77 are
correlated with properties which are encouraging for the present search (Verbunt and
Freire, 2014). First and foremost, isolated MSPs are more prevalent in high-# clusters,
perhaps due to recycling followed by ejection from the binary by secondary encounters.
Second, high-7 clusters contain pulsars far from the core. A pulsar kicked out of the
core by a dynamical interaction should sink back to the core due to dynamical friction,
as long as it remains bound (Phinney, 1992). Hence detections of MSPs far from the
core suggests that the secondary encounter which ejected the pulsar from the binary
happened relatively recently so the overall rate of such encounters is indeed enhanced
in high-# clusters. Finally, clusters with dense cores are observed to host pulsars with
large period derivatives, which emit strongly in y-rays, suggesting that the these are
energetic pulsars whose period derivative is intrinsic and not primarily due to acceler-
ation in the cluster potential — examples include PSR J1823—3021A (Freire et al., 2011),
PSR M28A (Vurgun et al., 2022), PSR J1835—-3259B (Zhang et al., 2022), and possibly PSR
J1740—-5340B in the globular cluster NGC 6397, one of the clusters targeted in the present
search (Zheng et al., 2024). At the time of writing, no pulsars of this kind are observed
in globular clusters with low-density cores.

We follow Abbott et al. (2017b) and prioritize targets according to the cluster figure
of merit 171/ D! where D is the distance to the cluster. The figure of merit follows
from the age-based limit on strain amplitude previously used in searches for CWs from
supernova remnants (Wette et al., 2008; Abbott et al., 2021d; Abbott et al., 2022d), viz.

3.3k 300
hg“aX:1.26><10‘24( Dpc),/ ayr, (6.23)

where a is the age of the object. Recalling that # is the reciprocal of the binary disruption
timescale, and that shorter timescales are preferred for our application, we replace a

*Verbunt and Freire (2014) labelled this parameter y, here we relabel it as 7 to avoid confusion with
the y introduced in Section 6.2.3.
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by n™', following Ref. (Abbott et al., 2017b). This approach yields the figure of merit
171/ D™ = pcl/ 2 pT (up to a multiplicative constant which we ignore, as we are
only interested in the ranking of the clusters).

Ranking the clusters listed in the Harris catalog (Harris, 1996) according to this figure
of merit and taking the top five, we arrive at the list in Table 6.1. The cluster with the
second highest figure of merit is NGC 6544, which was previously targeted in the 10-day
coherent search using data from the sixth LIGO science run performed by Abbott et al.
(2017b). We caution that the figure of merit is not directly related to an expected strain
amplitude, despite its origin in the age-based limit for supernova remnants. It should
instead be regarded as a convenient encapsulation of the two primary criteria for this
search: isolated sources (higher #) are better, as are closer sources (lower D).

6.3.2 | Data

This paper analyzes data from the third observing run (O3) of the Advanced LIGO de-
tectors (Abbott et al., 2023b), two dual-recycled Fabry-Pérot Michelson interferometers
with 4 km arms located in Hanford, Washington (H1) and Livingston, Louisiana (L1) in
the United States of America (Buikema et al., 2020). The data cover the time period 1st
April 2019 15:00 UTC (GPS 1238166018) to 27th March 2020 17:00 UTC (GPS 1269363618),
with a commissioning break between 1st October 2019 and 1st November 2019 (Goetz
and Riles, 2023). We analyze a calibrated data stream (Sun et al., 2020b; Sun et al., 2021),
and so are working with measurements of the dimensionless strain h.

The O3 LIGO data contain noise transients. A self-gating procedure mitigates their
impact on continuous wave searches (Davis et al., 2021; Zweizig and Riles, 2021). The
detector data are packaged into “Short Fourier Transforms” (SFTs) generated from 1800 s
of data. Multiple SFTs are combined to construct the 5-statistic in each coherent segment
of length T, (see Section 6.2.2). In the event that there are not enough data available
to compute the B-statistic in a given coherent segment, due to detector downtime, the
value of In L(0, g;) in that segment is set to zero for all g;. In this paper the only data gaps
significant enough to prevent the computation of the -statistic for a coherent segment
occur during the commissioning break mentioned above.

6.3.3 | Coherence time

The duration of each coherent step T, is an important parameter. It controls the
sensitivity of the search, although the dependence is fairly weak, scaling roughly as
(TObSTCOh)_l/ * (Krishnan et al., 2004; Wette, 2012). It also plays a role in determining the
HMM’s tolerance to deviations away from a deterministic signal model — as the differ-
ence between the true signal phase and the phase model approaches 1 cycle, decoherence
occurs and significant signal-to-noise ratio is lost. This difference may arise either via
stochastic spin wandering, viz. @, (¢) in Eq. (6.2), or via errors in the parameters which
determine the first and third terms of Eq. (6.2). In this paper we cover a wide parameter
space, so it makes sense to set T}, relatively low to reduce the number of templates and
hence the computational cost. In this search we adopt T,.,;, = 5d, cf. T, = 10d in
some HMM searches published previously (Abbott et al., 2019¢; Middleton et al., 2020;
Abbott et al., 2022g; Abbott et al., 2022b).
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Tracking intrinsic spin wandering is a secondary priority in this paper. Electromag-
netic measurements of timing noise in non-accreting pulsars, which are the objects pri-
marily targeted in this search, suggest that T.;, ~ 5d with the transition matrix de-
scribed in Section 6.2.3 allows conservatively for more spin wandering than is observed,
assuming that the spin wandering in the CW signal tracks the electromagnetic observa-
tions. Although there is significant variation among pulsars, the timescale of decoher-
ence due to spin wandering is typically > 1 yr (Jones, 2004). Hence any plausible choice
of T,,, with regard to computational cost (T, < 30d) allows for more spin wander-
ing than what is expected astrophysically. As a precaution, we inject spin wandering
above the astrophysically expected levels when assessing the performance of the HMM
method in Sections 6.3.4 and 6.5. This allows us to verify that we remain sensitive to a
wide range of signal models, including some that are unlikely a priori.

6.3.4 | HMM control parameters

Timing noise strength

The phase-tracking implementation of the HMM assumes that the evolution of the rota-
tional phase is driven by a random walk in the frequency, with a strength parametrised
by a control parameter o [see Equations (6.15)—(6.18)]. Our approach here is to take T,
as a free parameter which we adjust based on the particular details of the search, whether
that involves prior belief about the nature of the spin wandering, or a desire to keep the
number of sky position/spindown templates under control. With T, fixed, we then set
o to be consistent with the signal model implied by our choice of T;,. Setting o appro-
priately is a subtle task. If o is too large, the transition probabilities become uniform in
both frequency and phase, the dynamical constraints imposed by the noise model are
lost, and the method reduces approximately to the phase-maximized F -statistic (Jara-
nowski et al.,, 1998). If ¢ is too small then the HMM struggles to track stochastic spin
wandering or other unexpected phase evolution. Melatos et al. (2021) recommended

o=0"=(4T3,)"? (6.24)

but did not validate Eq. (6.24) empirically.

There is no unique prescription for choosing o. The uncertainty about the physical
origin of the time-varying mass-quadrupole moment makes it difficult to argue in gen-
eral that one choice of o (reflecting the assumed nature of the underlying noise process)
is optimal for a given search. However, o0 endows the signal model with flexibility and
allows the HMM to absorb small errors in parameters determining the secular spin evolu-
tion, e.g. sky position and spin-down rate. This in turn reduces the number of templates
and hence the computational cost. As the HMM is restricted by construction to moving
by at most one frequency bin per timestep, there is a limit to the parameter error which
can be absorbed.® The aim, then, is to check whether Eq. (6.24) strikes an acceptable bal-
ance, allowing for both secular and stochastic deviations away from a Taylor-expanded
signal model, as reflected in our choice of T, without discarding the advantage gained
by phase tracking.

*For sufficiently large mismatches in sky position or spindown a significant fraction of the total power
is also lost in each coherent step, whether or not the HMM is allowed to track the frequency evolution of
the signal across coherent steps.
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We test the suitability of Eq. (6.24) via synthetic data injections into Gaussian noise.
For a range of h, values we compute the detection probability P4 for 0 = 0.207, o7,
and 50" as well as for no phase tracking, at a fixed false alarm probability of 107"3
per frequency bin. We inject moderate frequency wandering via stepwise changes in
f; in each of 52 7-day chunks of injected data f is randomly chosen from a uniform
distribution spanning —1.13 x 10™"® < f/(1Hzs?) < 1.13 x 107'®. The values of
¢, f,and f are updated self-consistently as the signal evolves. Note that the timescale
of f evolution is deliberately chosen not to coincide with T, = 5d to challenge the
algorithm. The sky position (right ascension &, declination 0) and initial values of f
and f are chosen at random. Signal recovery is performed at the injected sky position,
with a 10~* Hz frequency band centred on f = f(0) and f = [f(Typs) — £(0)] /Tops. The
injection and recovery setup is specified in Table 6.2.

Parameter Value

o U0, 27t) rad
cos O U-1,1)

£(0) U(100,700)Hz
£(0) U-5%107"°,0)Hzs ™
cos ! U-1,1)

Y 0.49rad

Po Orad

Detectors Hi, L1

Su(f)'? 4x 107 Hz 2
Spin wandering timescale 7d

Tcoh 5d

Tobs 364d

Table 6.2: Injection and recovery parameters for the synthetic data tests used to motivate
the choices of HMM control parameters as described in Section 6.3.4. U/ (a, b) denotes a
uniform distribution between a and b.

In order to find the detection probability P4 at a given probability of false alarm Py,
we require an estimate of the noise-only distribution of the log likelihoods returned by
the HMM. To obtain this we fit an exponential tail to the distribution of log likelihoods
returned from a large number of pure Gaussian noise simulations, using the procedure
outlined in Appendix 6.A2 and adopted in previous searches (Abbott et al., 2022g; Knee
et al., 2024). The injected amplitude of the signal is characterised by h .¢, a combination
of hy and cos: which determines approximately the signal-to-noise ratio for many CW
search methods and is defined as (Messenger et al., 2015)

2 L1+ cos’1)/2)? + (cos 1)
(hO,eE) - hO 2 .

For cost = 1 we have hj .4 = hy, for cos: = 0 we have hy g = h/ V8, and averaging
over a uniform distribution in cos: gives hy .4 = (2/ 5)"2h,. Figure 6.2 graphs P4 as a
function of hy . for the choices of o outlined above. The choice 0 = 0" performs as well
as or better than the alternatives as well as no phase tracking across the full h, .¢ range.
We adopt 0 = 0" throughout the rest of this paper.

(6.25)
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Figure 6.2: Detection probability P4 versus effective wave strain h . for three choices of
the HMM control parameter o as well as a control experiment with zero phase tracking
(see legend), as described in Section 6.3.4.

Number of phase bins

Another important tunable parameter in the HMM is the number of bins used to track
the signal phase, Ng. Melatos et al. (2021) fixed No = 32. It is worth checking how
reducing N affects performance. We seek to reduce Ng, without sacrificing sensitivity,
because the computational cost is proportional to N,.

To this end we test Ng, = 4, 8, and 32 (c.f. Section 6.3.4). Sensitivity curves showing
P4 as a function of h .¢ are displayed in Figure 6.3. The differences are relatively minor,
so we proceed with N¢ = 8 in what follows.

6.3.5 | Parameter ranges

Ranges must be set for four parameters: the frequency and frequency derivative of the
CW signal, and the sky regions covered for each cluster. Here we discuss each in turn,
and justify the choices made in the implementation of the search.

Frequency and frequency derivative

In principle the possible frequency of CW emission from neutron stars spans a wide
range. Observed pulsar spin frequencies range from less than 1 Hz (Tan et al., 2018; Reig,
2011) up to 716 Hz (Hessels et al., 2006). Although the relationship between the rotation
frequency f,,, and the CW signal frequency f depends on the precise nature of the emis-
sion mechanism, one normally assumes f,.,, < f < 2f, (Riles, 2023). We remind the
reader that the notional target for this search is a recycled neutron star, whose rotation
frequency is likely to fall between 0.1 kHz and 0.7 kHz, as for observed millisecond pul-
sars. Note that ~80% of pulsars above 0.1 kHz fall in the range 0.1 < f,,/1kHz < 0.4
(Manchester et al., 2005). There are also some practical considerations when it comes

177



1.04 e
TE
0.81
0.61
< i
0.4
EE Ng = 32
0.2 Ng =8
T No=4
0.04 o wE E No phase tracking
1.2 1.4 1.6 1.8

ho eft x 10726

Figure 6.3: Detection probability P4 versus effective wave strain h . for three choices of
the number of phase bins N, as well as a control experiment with zero phase tracking,
as described in Section 6.3.4. The three choices of Ny perform similarly.

to selecting the frequency range. The LIGO interferometers are polluted by Newto-
nian noise below ~20 Hz, and narrowband spectral features (instrumental lines) below
~ 0.1 kHz (Covas et al., 2018; Gravitational Wave Open Science Center, n.d.).

The spin-down rate of a CW signal is weakly constrained a priori. Under the optimistic
assumption that CW emission is responsible for all of the spindown of the emitting body,
the strain amplitude is equal to

_»5 (1 kpc I
hsd -2 1 25 ( )( 2z )
0 =26 10 105 kgm?

1/2 : 1/2
><(100Hz)( |f] ) (6.26)

1/2

f 1011 Hzs™!

where [, is the component of the moment of inertia tensor about the rotation axis. The
expected sensitivity of this search is roughly (Jaranowski et al., 1998; Wette et al., 2008;
Sun et al., 2018)

he™ ~ 358, (TopsTeon) ", (6.27)

which 1mpl1es f~—=10"""Hzs™ for h{™ = h{®. To beat the spin-down limit we require
B < h$Y. We therefore wish to pick a bound on f such that the cross-over point
hy™ = hSd occurs at a high enough frequency that we beat the spin-down limit for
a significant fraction of plausible signal frequencies. Figure 6.4 shows the hg™ curve
with three k' curves overplotted with —f = 107" Hzs™', —f = 1 x 10~ 10Hz s~', and
—f =5x107""Hzs. We set D = 5kpc in all cases. The f = =5 x 107" Hzs™" curve
crosses over ™ at approximately f = 0.8 kHz. Hence for 0.1 < f/1kHz < 0.8 and
—5< /107" Hzs™" < 0 we expect to approach or beat the spin-down limit across the
full frequency range for each cluster. The range includes the bulk of the astrophysical
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Figure 6.4: Comparison of hg™ [Eq. (6.27)] with s [Eq. (6.26)], with hs computed
for three values of f (D = 5kpc in all cases). For the f = —5 x 107'°Hzs™" case,

corresponding to the bound adopted in this paper (see Section 6.3.5), we have h5™ < b
for f < 0.8 kHz.

prior on the signal frequency, recalling that the majority of MSPs have f,,, < 0.4kHz
and thus f < 0.8 kHz. We therefore adopt 0.1 < f/1kHz < 0.8 and -5 x 107'° <
f/1Hzs™' <0 in the present paper. To facilitate data management, the total frequency
range is divided into 0.5 Hz sub-bands which are searched independently.

Sky position

Four of the clusters targeted in this search (NGC 6325, NGC 6397, NGC 6544, and Terzan
6) are core-collapsed; their density profiles peak sharply at the core. At the same time,
our cluster selection criterion favors clusters which produce disrupted binaries where
the neutron star may be ejected from the core. Indeed clusters similar to those selected
are observed to contain millisecond pulsars many core radii away from the centre of
the cluster (Verbunt and Freire, 2014). Therefore, as a precaution, we extend the search
to cover sky positions outside the core. Specifically, we extend the search out to the
tidal radius as recorded in Harris (1996), ensuring that every point within this radius is
covered by at least one sky position template.

6.3.6 | Parameter spacing

In this paper we search a fairly wide parameter domain (precisely how wide is discussed
in Section 6.3.5). In general, multiple templates are needed to cover the domain. In
this section we discuss how closely spaced the templates must be. Sophisticated work
has been done on this problem in the context of CW searches (e.g. (Prix, 2007b; Prix,
2007a; Pletsch, 2010; Wette, 2015)), but we proceed empirically here, because the Viterbi
tracking step makes it difficult to apply previous results.
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Figure 6.5: Example mismatch profile m(f) versus f, as defined by Equation (6.28). The
profile is generated from a single random realisation of both noise and signal, with all
parameters other than f fixed to their injected values. The injected f value is denoted

by ﬁnj :

Frequency and frequency derivative

We follow previous HMM-based searches and take the frequency resolution to be (2T.,) "

Other choices are possible, but this choice has been successfully used many times pre-
viously (see e.g. Refs. (Suvorova et al., 2016; Abbott et al., 2017c; Abbott et al., 2021d;
Abbott et al., 2022g; Abbott et al., 2022b)) and is assumed in Eq. (6.24).

The HMM accommodates some displacement between the f value used to compute the
B-statistic and the true f by letting the signal wander into adjacent frequency bins at the
boundaries between coherent segments. To determine the f resolution we empirically
estimate the mismatch, i.e. the fractional loss of signal power which is incurred as the
value of f used in the search is displaced away from the true value, ﬁnj, with

L'(f) = L' (fuy)
[:/(ﬁnj)

where we define L = £ - L ;. and £, ;. is the mean likelihood returned in noise over
a 0.5Hz sub-band. Note that £'(f) is the maximum £ value over a 0.5 Hz sub-band
centred on the injected frequency, and so m(f) does not approach 1 but plateaus at
approximately 0.8, due to the maximisation over noise-only frequency paths (whereas
L, oise 1s the mean noise-only £ value in a 0.5 Hz sub-band, not the maximum). We

compute m(f) by injecting moderately loud signals into Gaussian noise, with h, = 6 x
107*° and 52/2 = 4x1072*Hz V2. An example of m(f) is displayed in Fig. 6.5, generated
from a single realisation of noise and signal. All mismatch curves are smoothed using a

Savitzky-Golay filter. The shape of m(f) is consistent across noise realisations. Hence
we take the f resolution to be the median difference between the two f values satisfying

m(f) =

) (6.28)
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m(f) = 0.2, drawn from 100 noise realisations. This gives an f resolution of & f =
3.7 x 107> Hzs™'. We verify that the resolution is independent of the injected f and f
values and adopt it throughout the search.

Sky location

A mismatch in sky location induces a small apparent variation in the signal frequency
due to a residual Doppler shift. Although the locations of globular clusters are well-
known, they are extended objects on the sky. In this search we take a conservative
approach and search out to the tidal radius of each cluster, as discussed in Section 6.3.5.
In general a single sky pointing does not suffice to cover the full sky area of each cluster.
As with a mismatch in f , we expect the transition matrix in Equation (6.15) to track
some of the residual Doppler variation. Nevertheless it is important to check how much
variation can be accommodated before a significant amount of signal power is lost.

We specify the sky location by right ascension («) and declination (o), referenced to
the J2000 epoch. We empirically estimate the mismatch profiles m(a) and m(5) and
thence derive resolutions in a and 6. As with f, we smooth the mismatch profiles using
a Savitzky-Golay filter. The treatment is somewhat more involved than in Section 6.3.6,
as m(«) and m(9) depend on the injected values a;,; and 0, as well as f, i.e. their shape
is not a universal function of sky position offset, because the Doppler modulation varies
across the sky. In particular, sky positions at declinations near the ecliptic poles expe-
rience relatively little Doppler modulation, and hence proportionally smaller residual
Doppler modulations (Abbott et al., 2017b). In this paper, we target five relatively small
regions of the sky so we do not produce a full skymap of m(«, ). Instead we measure
the a and o resolutions independently for each cluster. The clusters themselves are fairly
small (diameter < 10 arcmin), so we approximate the a and 0 resolutions to be uniform
within each cluster.

Each cluster is covered by ellipses arranged in a hexagonal grid, with their semimajor
and semiminor axes given by the resolutions in 6 and a corresponding to m(6) < 0.2
and m(a) < 0.2. The centre of one ellipse coincides with the cluster core, and the whole
cluster out to the tidal radius is covered by at least one ellipse. The centres of the ellipses
are taken as the sky position templates in the search. For simplicity we do not consider
degeneracy between sky position and f, which may reduce modestly the number of
templates, but adds to the complexity of implementing the search.

Examples of m(a) and m(0) are shown in the top two panels of Fig. 6.6, calculated
for Terzan 6 at a frequency of 600 Hz. They are qualitatively similar, with well-defined
troughs, but the resolutions, again defined as the distances between the two abcissae
where m = 0.2, differ significantly — the resolution inferred from the m(«a) profile is
1.9 arcmin, compared to 15 arcmin for m(5). The bottom panel of 6.6 shows the mea-
sured resolution in & and 6 as a function of signal frequency for a series of injections
at the sky location of Terzan 6. Clearly there is a strong frequency dependence, and
it would be wasteful to simply apply the finest resolution across a wide band. Conse-
quently, we produce curves like those in the bottom panel of Fig. 6.6 for each target.
We interpolate by fitting a power-law function A f ¥+ Bfor A, k, and B using the LMFIT
package (Newville et al., 2016) to find the resolution in each 0.5 Hz sub-band.
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6.4 | Candidates

In this section we present the results of the search. We set the log likelihood threshold in
terms of the desired false alarm probaility Py, in Section 6.4.1. We study the candidates
produced by a first-pass analysis in Section 6.4.2 and apply vetoes to reject those not of
astrophysical origin. Finally we study the veto survivors in more depth in Section 6.4.3.

6.4.1 | Thresholds

We set a threshold log likelihood L, above which candidates are kept for further anal-
ysis. The threshold is determined by the desired Py, and is computed according to the
procedure outlined in Appendix 6.A2. In short, we obtain a sample of £ values calculated
in the absence of a signal, and fit an exponential distribution to the tail of this sample.
The exponential distribution is used to calculate the value of £, that gives the desired
P;,. Empirical noise-only distributions of £ are obtained from 10* random sky pointings
in each of three 0.5 Hz bands beginning at 263.5Hz, 322 Hz, and 703 Hz, chosen arbi-
trarily but checked to ensure that the detector amplitude spectral densities (ASDs) show
no obvious spectral artifacts. We find that £, is similar across the three bands (within
+1 of the mean value per cluster), so we take the mean value over the three bands to
be Ly, as a good approximation. We do not obtain separate noise-only distributions for
each cluster.

The choice of Py, is subjective. Historically different searches have used a range of
values (Abbott et al., 2017b; Abbott et al., 2019d; Piccinni et al., 2020; Abbott et al., 2021d;
Abbott et al., 2022g; Abbott et al., 2022b). In this paper, we take a relatively aggressive
approach (i.e. Py, is relatively high), setting £, on a per-cluster basis such that across
all templates in that cluster, we expect one false alarm on average, and so expect the
full search to produce five false alarms. This total number of expected false alarms is
broadly comparable to other published HMM-based searches, which have adopted Py,
values giving false alarm rates ranging from 0.15 per search (Abbott et al., 2021d) to
18 per search (Abbott et al., 2022g). The search for CWs from NGC 6544 carried out
by Abbott et al. (2017b) adopted a false alarm rate of 184 per search, while the search
targeting Terzan 5 and the galactic center carried out by Dergachev et al. (2019) did not
set a threshold explicitly in terms of a false alarm rate.

The total number of sky templates and hence L, differs between clusters. The per-
cluster sky template counts and values of L,;, corresponding to a false alarm rate of one
per cluster are quoted in Table 6.3.

6.4.2 | First pass candidates and vetoes

The number of above-threshold candidates in each cluster is listed in the pre-veto column
of Table 6.4. The total across all clusters is 6.4 x 107, with the candidates distributed
approximately evenly among the five clusters. As discussed in Section 6.4.2, these pre-
veto numbers are lower bounds, as most candidates are from heavily disturbed sub-bands
and are not saved. The candidate counts in the subsequent columns are complete.
While 6.4 x 107 is far greater than the five expected based on the arguments in Section
6.4.1, we emphasise that those arguments are based on the assumption that the noise is
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Cluster Sky templates L

NGC 6544 3022 278.9
NGC 6325 8416 283.9
NGC 6540 8957 284.2
Terzan 6 28462 289.8
NGC 6397 43909 291.9

Table 6.3: Number of sky templates and £, values for each target cluster as discussed
in Section 6.4.1, chosen to give a false alarm rate of one per cluster on average. Targets
are ordered by the number of sky templates.

approximately Gaussian. All but a handful at most of the candidates in the pre-veto
column of Table 6.4 are due to non-Gaussian features in the data. In this section and
the next we apply a sequence of veto procedures designed to reject candidates that are
consistent with non-Gaussian noise.

Disturbed sub-band veto

Some of the 0.5 Hz sub-bands are so disturbed by non-Gaussian artifacts that they are
unusable in the absence of noise cancellation (Tiwari et al., 2015; Davis et al., 2019; Drig-
gers et al,, 2019; Kimpson et al., 2024). In view of this, we impose a blanket veto on
sub-bands which produce output files larger than 100 MB (corresponding to more than
1.67x10° candidates per file). Between 3.9% and 5.4% of the full search band is removed
thus, with the smallest number of removed sub-bands in NGC 6544 (55 out of 1400), and
the highest in NGC 6397 (75 out of 1400). These percentages are roughly in line with
the all-sky O3a search reported by Abbott et al. (2021a), for which 13% of the observing
band was removed due to an unmanageable number of candidates (noting that the band
in that search extended to 2000 Hz). After this veto, approximately 4.9 x 10° candidates
remain.

Known-lines veto

The known-lines veto is simple and efficient, rejecting many candidates with relatively
little computational cost. The LIGO Scientific Collaboration maintains a list of known
instrumental lines (Goetz et al., 2021; Gravitational Wave Open Science Center, n.d.).
When assessing coincidence we must take into account that the line frequencies and
bandwidths in Ref. (Goetz et al., 2021) are quoted in the detector frame, while the HMM
frequency path of a candidate is recorded in the Solar System barycentre frame. The
resulting Doppler shift amounts to approximately +10~* f (Jones et al., 2022). For each
candidate we check whether any portion of the HMM frequency path overlaps with a
known line in either detector, after correcting for the Doppler shift. In the event of any
overlap the candidate is vetoed. After this veto, 18252 candidates remain.

6.4.3 | Second pass survivors and vetoes

The 18252 survivors from the first pass vetoes are still daunting to follow up manually.
We apply three more vetos to further exclude candidates that are consistent with non-
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Gaussian noise artifacts.

Cross-cluster veto

The cross-cluster veto excludes candidates which have frequencies overlapping (up to
Doppler modulation) with candidates in another cluster. Candidates which appear at
the same frequency in multiple clusters are consistent with non-Gaussian noise artifacts.
The targeted false alarm rate of one per cluster makes it unlikely that, out of a pair of
candidates at the same frequency but in different clusters, one is due to an astrophysical
signal while the other is due to a Gaussian false alarm. Thus we veto any candidate
for which there is a candidate in another cluster with respective frequencies f; and f,
satisfying | f,—f,| < 107*f,. 17977 candidates are vetoed this way. We find that all of the
vetoed candidates have at least 4 cross-cluster counterparts, i.e. distinct combinations of
a, 5, and f with at least one frequency path with £ > £, overlapping with the vetoed
candidate — multiple cross-cluster counterparts may be associated with the same cluster.
After this veto, 275 candidates remain.

Single-interferometer veto

If a candidate is due to a non-Gaussian feature which is present in the data from only one
interferometer, we expect the significance of the candidate to increase when data from
only that interferometer is used. We thus veto candidates satisfying £y > £, where Ly
is the log likelihood of the candidate template using only data from detector X and £,
is the joint-detector log likelihood. Before carrying out this veto we group candidates
that have frequencies within 10> Hz of each other, in order to reduce the computation
required and enable manual verification of the results of the veto procedure. There are
10 candidate groups in total, appearing in two clusters, NGC 6397 and NGC 6544. To
compute Ly over the relevant frequency band we use the loudest sky position and f
template in each candidate group, and £ is taken to be the loudest log likelihood value
in the candidate group. Plots showing Ly in comparison to £ for each candidate are
collected in Appendix 6.A3. In all but one case, one Ly value peaks above L, indicat-
ing that the candidate group is likely to be due to a disturbance in the corresponding
interferometer and is not astrophysical. These candidate groups are vetoed.
After the single-interferometer veto, two candidates remain.

Unknown lines veto

The line list used for the known-lines veto (Goetz et al., 2021) includes only lines for
which there is good evidence of a non-astrophysical origin. Other line-like features are
visible by eye in plots of the detector ASDs but have not yet been confidently associated
with a terrestrial source.

As a further check on the final remaining candidate group, we manually inspect the
ASD in each detector to check whether the candidate group overlaps with a loud non-
Gaussian feature in the data, taking into account the Doppler modulation. Candidates
which overlap with a clear feature in an ASD are vetoed, on the grounds that we expect
any astrophysical signal to be at most marginally visible in the detector ASDs at distances
> 2kpc (Jaume et al., 2024). A plot showing the detector ASDs and corresponding £
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NGC 6397, f = 652.756 Hz

652.5 652.6 652.7 652.8 652.9 653.0
Frequency (Hz)

Figure 6.7: Individual detector ASDs (top panel) and joint-detector log likelihoods (bot-
tom panel) for the candidate group which survived the single-interferometer veto. The
vertical dotted lines in the top panel indicate the extent of the Doppler modulation, and
the horizontal dashed line in the bottom panel indicates £,;,. The cluster name and ap-
proximate ending frequency of the loudest candidate within the group are shown at the
top of the figure. There is a clear disturbance in the H1 data within the Doppler mod-
ulation window, and no corresponding feature in the L1 data. This candidate group is
vetoed.

values for the loudest candidate in the remaining candidate group, in the cluster NGC
6397 at f ~ 652.756 Hz, is shown in Figure 6.7. There is a clear, broad peak in the
H1 ASD within the Doppler modulation range of the candidate, with no corresponding
feature visible in the L1 ASD. We therefore veto this candidate group.

After the unknown lines veto, no candidates remain.

For completeness, in Appendix 6.A4 we present plots analogous to Fig. 6.7 for all ten
candidate groups which survive the cross-cluster veto.

6.4.4 | Summary of vetoes

After applying the veto procedures described in Sections 6.4.2 and 6.4.3, we are left with
no surviving candidates. A summary of the results of the veto procedures is given in
Table 6.4. The disturbed sub-band and known-lines vetos reject most of the candidates
but leave 18252, still a significant number. The cross-cluster veto further rejects all but
275 candidates, which are grouped into ten narrow frequency bands. We find that for
nine of the ten groups, one of the single-detector log likelihoods peaks at a higher value
than the joint-detector peak, indicating that these candidates are due to a non-Gaussian
feature which is peculiar to one detector. Hence these groups are vetoed. The remaining
group is in the vicinity of a broad, loud disturbance in the H1 detector and is therefore
also vetoed.
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Cluster Pre-veto DS KL CC 1IFO UL
NGC 6544 9.3x 10° 162509 2918 86 0
NGC 6325 1.1x107 68338 3354 0
NGC 6540 1.1x107 68656 235 0
Terzan 6 9.9 x 10° 145782 9952 0
NGC 6397 1.2x107 43566 1793 189
Total 6.4x 107 488851 18252 275

NNy O O O
S|IO O O O O

Table 6.4: Results of applying the veto procdures described in Sections 6.4.2 and 6.4.3.
Each column gives the number of candidates surviving after the corresponding veto.
The abbreviated column headings are: disturbed sub-band (DS), known-lines (KL), cross-
cluster (CC), single-interferometer (1IFO) and unknown lines (UL). Note that the number
of pre-veto candidates is a lower bound, as the candidate list from any sub-band which
produces more than 1.67 x 10> candidates is not saved and is instead marked as vetoed
by the disturbed sub-band veto (see Section 6.4.2).

6.5 | Sensitivity

In this section we estimate the sensitivity of the search to CW emission from each tar-
geted globular cluster. Specifically, for each cluster we estimate hgi?, the effective strain
amplitude [defined in Eq. (6.25)] at which we would expect to detect a signal 95% of the
time. We draw the distinction between the search sensitivity, defined as above, and an
upper limit. An upper limit is a limit on the loudest astrophysical signal actually present
in the data, and is necessarily estimated with reference to the results of the search (i.e.
estimation of the upper limit in a given sub-band depends on the loudest candidate in
that sub-band). By contrast the search sensitivity is not a function of the results of the
search, only the search configuration. We prefer to estimate the search sensitivity here
as it is straightforward to interpret and requires significantly less computation. It can be
estimated in a small number of sub-bands and interpolated across the full search band,
as described below.

In order to estimate the search sensitivity we inject synthetic signals into the real O3
data. We inject at sky positions slightly offset in right ascension from the true cluster
position, so that the sky templates do not overlap with the search, so as to avoid the
possibility of contamination by an astrophysical signal from the cluster.In a given 0.5 Hz
sub-band we inject signals at ten evenly spaced h ¢ levels between 1.7 x 107%° and
3.5 x 107?° and determine the detection rate as a function of hy .. We then fit these
rates as a function of h .« to a sigmoid curve, following Abbott et al. (2021d). We use
the best-fit parameters to determine the h .4 value yielding P4 = 0.95, in that sub-band.

The off-target injections and recoveries are treated much the same as in the actual
search. The key difference is that the centre of the injection-containing mock cluster is
offset from the true cluster centre by five tidal radii in right ascension. The placement of
a, 0, and f templates mimics that of the real search, but to save computational resources
we only search f templates within +35f of the injected f. We also search a reduced
frequency range +5 x 10”* Hz around the injection frequency. The value of Ly, is the

187



—95%
Cluster

Terzan 6 116.3
NGC 6397 117.0
NGC 6325 119.3
NGC 6540 120.2
NGC 6544 125.9

0,

—95%
Table 6.5: Estimated sensitivity depths D for the five targeted clusters. The value of
—95% 0
is calculated by taking the mean of the D**" values [see Eq. (6.29)] computed in

six sub-bands.

same as in the real search® and we claim a successful recovery if the maximum recovered
value of £ exceeds Ly, regardless of which template returns the maximum. As we set
Ly, on a per-cluster basis (see Section 6.4.1), we expect different sensitivity curves for
each cluster, with clusters requiring fewer sky position templates (and hence smaller £,
values) reaching deeper sensitivities.

We determine the value of hgi‘}{g directly following the above recipe in a small number
of 0.5 Hz bands (beginning at 168.2 Hz, 242.6 Hz, 424.3 Hz, 562.8 Hz, 622.2 Hz, and
702.0 Hz) and then interpolate to cover the full observing band. The value of hgfe‘}/g is
a strong function of frequency, but to a good approximation it is directly proportional
to the detector-averaged ASD S;(f )!/2. Therefore in order to interpolate the estimated
hgi‘ﬁ values in the six sub-bands to a hgi?f) curve which covers the entire observing band

we estimate the sensitivity depth D?*”, which is the constant of proportionality between
hoow and Sy (f)"/? and is defined as

. S (f)l/Z

95% _ “h

D = h9—5:{§. (629)
0,e

We compute S;,(f) using LALPULSAR_COMPUTEPSD, averaging over all data used in the

search from both detectors. There is some scatter in the computed D*” values in the
o, —95% —95%
six 0.5Hz sub-bands, with 0.96 < D*° /°/D < 1.04 for each cluster, where D is

95% . . . 95%
the mean value of D7 across the six sub-bands. There is no clear trend in D”°” as a

function of frequency. As D*” is defined to be the constant of proportionality between

Sulf )"/2 and hgi}/g, to obtain a curve of hgijf? for each cluster over the full band we divide

0,

S (f)1/2 b —95%
b y the D value for that cluster.

The resulting hgi‘;/}’ sensitivity curves are shown in the top panel of Figure 6.8. The

D?*" values used to produce the hgi‘}/g curves are listed in Table 6.5. The differences in
sensitivity between the five clusters are due to the varying £ values for each cluster
(see Table 6.3), which follow from the number of sky position templates (see Sections
6.3.5 and 6.3.6). The variation between clusters is fairly small: the least sensitive cluster

(Terzan 6) is approximately 10% worse than the most sensitive (NGC 6544), achieving

“In the searches around these mock injections the number of templates is smaller than the number
used in real searches, implying a smaller £y, for the targeted false alarm rate. Nonetheless the aim is to
ascertain the sensitivity of the real searches, and so we use the £, values quoted in Table 6.3.
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Figure 6.8: Sensitivity estimates for the five targeted clusters. Top panel: characteristic
wave strain at 95% detection probability, hgi"f/g, as a function of signal frequency, f (in
Hz), interpolated from the average estimated sensitivity depth defined in Eq. (6.29) over
six 0.5 Hz bands. The curves for NGC 6397 and Terzan 6 are too close to be distinguished,
as are the curves for NGC 6540 and NGC 6325. Bottom panel: minimum ellipticity e?%
as a function of f for the values of D listed in Table 6.1 and the fiducial value of I, in

Eq. (6.30). The clusters are color-coded according to the legend.
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hgse"f/g = 2.9 x 107%° and 2.7 x 1072 respectively at the most sensitive frequency of

f =211Hz.

Out of astrophysical interest, we also convert hg?ﬁ? in Figure 6.8 into estimates of the
minimum ellipticity of a source which would have been detected by this search assuming
emission at twice the rotational frequency, according to the relation (Beniwal et al., 2022)

hoSe I
95% -6 ,€ 2z
" =9.5x 10 (10—%)(1038kgnﬁ)

-2
x(lO(])[Hz) (1fpc)‘ (6.30)

Curves of € " versus signal frequency for the five clusters are shown in the bottom
panel of Figure 6.8. The smallest minimum ellipticity estimates are achieved at the top
of the observing band, 800 Hz, due to the f =2 factor in Eq. (6.30). The factor of D intro-
duces larger variation between the clusters compared to the variationin k)" values, and
modifies the relative ordering — the smallest minimum ellipticity estimate is 1.6 x 1077,
for the nearest cluster NGC 6397 (D = 2.3 kpc), while the largest is 5.2 x 1077 for the
farthest cluster NGC 6325 (D = 7.8 kpc).

-1

95%

6.6 | Conclusion

We carry out a search for continuous gravitational radiation from unknown neutron
stars in five globular clusters. This is the first time that all but one of the chosen clusters
have been targeted. For NGC 6544 which was previously searched using LIGO S6 data,
the sensitivity is improved approximately one order of magnitude (Abbott et al., 2017b)
(although note that the signal models and parameter domain differ, so a direct, like-for-
like comparison is impossible). This is also the first search to use a phase-tracking HMM
in conjunction with a phase-dependent version of the B-statistic (Prix and Krishnan,
2009; Melatos et al., 2021); previous HMM searches tracked frequency only, not phase.
We find no significant candidates. We estimate the 95% effective strain amplitude
sensitivity for each cluster, along with a corresponding estimate of the 95% ellipticity

g e . . 9 . . 9 —
sensitivity. The minimum per-cluster values of hg’seé’ lie in the range 2.5 < hgigg /10726 <

3.0, achieved at approximately 211 Hz, while the minimum values of €”*" are achieved
at the top end of the search band (800 Hz), and lie in the range 1 < 695%/ 107 < 6. The
lowest hgi}’f}’ values are obtained for the cluster NGC 6544, while the lowest €% values
are obtained for NGC 6397.

We surpass the spin-down limit for | f | > 107" Hzs™!, with variation between clus-
ters due primarily to the difference in distance. MSPs known from electromagnetic mea-
surements have spin-down rates which are orders of magnitude below this limit (Manch-
ester et al.,, 2005). Their spin down is typically attributed to magnetic dipole braking,
with the recycling process suppressing the magnetic dipole moment (Konar and Bhat-
tacharya, 1997; Melatos and Phinney, 2001; Melatos and Payne, 2005; Priymak et al., 2011;
Mukherjee, 2017). The objects to which this search is sensitive are therefore quite un-
like the known MSP population, but are instead likely to be “gravitars” — neutron stars

whose spin-down behaviour is dominated by gravitational rather than electromagnetic
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torques (Palomba, 2005). The inferred limits on the ellipticity of the star probe up to an
order of magnitude below theoretical upper limits, viz. € < 107® (Johnson-McDaniel
and Owen, 2013; Morales and Horowitz, 2022).
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6.A1 | Transition probabilities

The transition probabilities used in this work are essentially the same as those derived by
Melatos et al. (2021). They are are derived from the system of equations (6.15) and (6.16)
except that we discard the damping term —y f included in Eq. (6.15) by Melatos et al.
(2021). In this appendix we reproduce the form for Ab(qi, q;) = Pr[q(tn) =q; 1 q(t,1) = qj] =
p°(t,, q;) which appears in Melatos et al. (2021), and subsequently justify the choice to
drop the —y f term. We then write down the transition probabilities in the » — 0 limit,
which we adopt in the search.

With Ag = (Af, AD) specifying the difference between the final and initial states, the
distribution pB (t,, Aq) is a wrapped Gaussian (Suvorova et al., 2018; Melatos et al., 2021),

p(t,, Agq) =(2m) " (det2)?

x i exp[~(Aq - Q) (Ag - Q)] (6:31)
where we have
(Qu) =0 (6.32)
(Qm)2 = —m, (6.33)
Yo = g[l —exp(-2y7)], (6.34)
Y, =2, = 0—22 [1-exp(—y1)]°, (6.35)
I “723 {1+2y7-[2-exp(-y0))’}, (6.36)
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with T = t,,; —t, = Ton. The condition y < (2fTZ,)”" in Ref. (Melatos et al., 2021)
ensures that the argument of the exponent, yT ~ (2fT) ", is O(107°). Taylor ex-
panding the exponentials in Eqgs. (6.34)-(6.36) about y7 = 0 allows us to write these
expressions as a prefactor multiplied by a power series in T with a constant term that

is O(1), e.g. L,
o°T

2
Given yT ~ 107° we conclude by inspecting (6.37) and its counterparts that the effect of
the damping term on the moments of the transition probability distribution is negligible.
We therefore take the y — 0 limit and write

Y, = (I-yT+...). (6.37)

¥, =0°T, (6.38)
2_2
0T
=% = > (6.39)
2.3
0T

The transition probabilities are obtained by substituting (6.38)—(6.40) into (6.31).

6.A2 | Detection thresholds

In order to reduce the number of candidates from a search to a manageable level, we set
thresholds on the log likelihood of the paths returned from the search and do not retain
any paths which fall below the threshold for followup analysis. The thresholds are set
to target a desired false alarm probability Py,, i.e. one in every Py, paths has £ > L, in
sub-bands where the data are not significantly polluted by non-Gaussian features.

Since in general we want Py, to be small, setting L, requires knowledge of the be-
haviour of the distribution of path log likelihoods in the tail. In this work we assume
that the tail of the £ distribution is exponential, as confirmed empirically in previous
work (Abbott et al., 2022g; Knee et al., 2024). We use off-target searches in the real data
to infer the parameters of the exponential distribution. We follow the method described
in Appendix A 1 of Abbott et al. (2022g), which we briefly recapitulate here.

We assume that the likelihood distribution p(£) has the form

p(£) = Adexp[-A(L = Liy)] for £> Ly, (6.41)

where A and A are constants and L,,; is an empirically determined cut-off above which
the distribution is approximately exponential. We have a sample of N paths, of which
N have £ > L,;. The sample is generated by searching random sky positions and
f values in 0.5 Hz sub-bands that appear free from disturbance based on the detector
noise ASDs. Then A is simply N,;/N, and the maximum-likelihood estimate of A is

N, tail

A=— =l (6.42)
Ntai
Zi:ll ‘Ci - £taﬂ
For a desired P, we then estimate L, to be
1 NP
Lin(Pg) = -1 ( a)Jrﬁm. 6.43
th(Pfa) 1 n Ne tail (6.43)
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6.A3 | Single-interferometer veto

This appendix collects the plots of the single-detector log likelihood values Ly in the
vicinity of the ten candidate groups which pass through the single-interferometer veto
described in Section 6.4.3. The plots are displayed in Figure 6.9. The log likelihoods are
computed using the template of the loudest candidate in each group. The frequency of
each candidate is indicated by a vertical dashed line, and the joint-detector log likelihood
L, is indicated by a horizontal dashed line. A candidate group is vetoed if Ly > £ for
either detector. Nine of the ten candidate groups are vetoed this way.

6.A4 | Unknown lines

This appendix collects plots of the single-detector ASDs in the vicinity of the ten can-
didate groups which survive the cross-cluster veto (Section 6.4.3). The plots are dis-
played in Figure 6.11. Although all but one of these candidate groups are vetoed by the
single-interferometer veto (Section 6.4.3), we present the single-detector ASDs for com-
pleteness. Seven of the ten candidate groups show a disturbance in one ASD within the
Doppler modulation window of the candidate group.
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Twenty miles left to the show

Hello, my old country, hello

Stars are just beginning to appear

And I have never in my life before been here

Joanna Newsom

Conclusions and outlook

In this final chapter we summarise the results of Chapters 2—-6 (Section 7.1), and look to
possible directions for future work (Sections 7.2 and 7.3).

7.1 | Summary

The majority of the work in this thesis deals with the timing of radio pulsars, in partic-
ular the analysis of pulsar glitches using HMMs. Chapter 2 deals with issue of periodic
observation scheduling and its interaction with glitch measurement (Section 7.1.1). Here
the HMM glitch detector (Melatos et al., 2020) is used as a complementary method to
traditional timing techniques, which is better able to alert the analyst to issues arising
from periodic observation schedules. Chapter 3 presents a search for unknown pulsar
glitches using the HMM glitch detector in 282 pulsars observed as part of the UTMOST-
EW (UTMOST East-West) pulsar timing programme, and the computation of upper lim-
its on the size of missed glitches in each pulsar (Section 7.1.2). Chapter 4 discusses a
similar search for unknown glitches, but in a single high-quality dataset of observations
of the Vela pulsar taken by the Mount Pleasant observatory. One new glitch is found,
and upper limits are again set on the size of missed glitches (Section 7.1.3). Chapter
5 discusses initial science results from the UTMOST-NS (UTMOST North-South) pul-
sar timing programme using both the HMM glitch detector and ENTERPRISE (Ellis et al.,
2020), including not only the glitches in the dataset but also the properties of the timing
noise and the measured second frequency derivatives (Section 7.1.4). Finally, Chapter 6
discusses a different application of HMMs, to a search for continuous graviational wave
emission from neutron stars in nearby globular clusters (Section 7.1.5).

7.1.1 | Periodic observation scheduling and glitch measurement

In Chapter 2 we show that when pulsar timing observations are separated by multiples
of a constant period, there is a degeneracy between pulsar timing models with signifi-
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cantly different frequencies. We discuss this degeneracy in the context of the measure-
ment of glitches. The frequency difference between degenerate models is approximately
1/T, where T is the fundamental period of the observation schedule. We demonstrate
through a case study of UTMOST observations of PSR J1709-4429 that this effect can
lead to severe misestimation of glitch sizes, correcting the glitch size reported by Lower
et al. (2020) of Av/v = (54.6 £ 1.0) x 107" to Av/v = (2432.2 + 0.1) x 10™°. We also
show that typical pulsar timing methods make it difficult to recognise this degeneracy.
Though Bayesian pulsar timing methods could in principle alert the analyst by way of a
multimodal posterior on the glitch size, in practice these methods rely on pulse number-
ing — assigning an absolute phase to each time of arrival before the inference step. This
amounts to breaking the degeneracy between glitch models before the Bayesian analy-
sis, and implicitly choosing a particular mode of the posterior. Usually this mode is the
smallest positive frequency jump which is consistent with the data. The HMM method,
on the other hand, does not require pulse numbering, and we show that this allows the
posterior distribution on the frequency to reflect the degeneracy in the data, although
the maximum a posteriori frequency estimates do not reliably correspond to the correct
mode.

7.1.2 | Systematic glitch upper limits with an HMM

In Chapter 3 we demonstrate the utility of the HMM glitch detector as a means of un-
derstanding the completeness of glitch catalogues. This is essentially a question of inter-
preting non-detections. The HMM method provides a means of glitch detection which
is deterministic, computationally inexpensive, and requires no input from the analyst
except for initial configuration. This means that a question like “what is the probability
of detecting a glitch of size Av = 107 Hz in a dataset that has the observing cadence
and noise levels of the UTMOST-EW observations of PSR J1644—4559, using the HMM
configured in a certain way?” has a meaningful answer, and it is feasible to estimate
this answer empirically by injection studies. A more useful framing of this question is
“at what glitch size would we expect to make a detection 90% of the time in this dataset,
given an analyst-selected false alarm probability?” — this is the upper limit (at 90% con-
fidence) on the size of any undetected glitches in the data.

Chapter 3 presents a search using the HMM glitch detector for previously unknown
glitches and subsequent computation of upper limits on the size of undetected glitches
in 282 datasets released as part of the first UTMOST data release (Lower et al., 2020).
The upper limits vary between 4.1 x 107" < Av***/y < 2.7 x 1077, with a mean value
of 1.9 x 107®. We verify that including recovery has a modest effect on the upper limits
— assuming complete recovery on a timescale of 100 d, the upper limits increase by a
factor of < 5. Producing an upper limit on a single dataset involves analysing ~500
synthetic datasets with glitches injected; the full suite of upper limits thus amounts to
an analysis of ~1.4 x 10° datasets. The automated nature of the HMM glitch detector is
crucial to enabling studies of this kind.

These upper limits constrain the possible glitching behaviour of the pulsars in ques-
tion, but the observed glitch population includes a significant component which evades
the upper limits derived here; see Figure 3.2. More constraining upper limits can be ob-
tained through both higher quality datasets, in cases where the limiting factor is the ToA
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uncertainty, and better understanding of the timing noise properties and incorporation
of this understanding into the configuration of the HMM. Higher cadence observations
do not necessarily improve the sensitivity to small glitches (see Section 4.5.2), but are
invaluable in resolving short-timescale features in the post-glitch behaviour (e.g. quasi-
exponential recovery).

7.1.3 | Searching for small glitches in the Vela pulsar

In Chapter 4 the emphasis shifts — rather than searching a large collection of datasets
from many pulsars for glitches, we search for glitches in a single, high-quality dataset
derived from dedicated monitoring of the Vela pulsar at the Mount Pleasant observatory
covering 24 years from 1981 to 2005. However, the HMM still plays a central role in both
the glitch search and setting of upper limits. We detect one previously unknown small
glitch at MJD 48636, of fractional size Av/v = (8.19+0.04)x 107'° and with a fractional
jump in frequency derivative Av/v = (2.98 + 0.1) x 10~*. We also confirm previous
detections of two other small glitches reported by Espinoza et al. (2021). The dataset
is naturally broken into sections by the presence of large glitches and observing gaps.
We analyse these sections separately and report per-section upper limits on the size of
undetected glitches, with a median 90% upper limit on the fractional size of 1.35x 107,
The newly discovered glitch is the third smallest reported in Vela. Jankowski et al.
(2015b) reported a glitch with Av/v = 4x107', though subsequent analysis by Lower et
al. (2020) has suggested that this may be a timing noise fluctuation. Zubieta et al. (2024)
have recently reported an even smaller glitch, with Av/v = 2x107'°. It is unclear at this
stage at what point the timing noise in Vela overwhelms any glitch detection strategy
— as discussed in Section 7.1.2, a more complete understanding of timing noise and its
interaction with glitch detection methods is crucial to evaluating small glitches such as
these, and to obtaining the most constraining upper limits on undetected glitches.

714 | Pulsar timing with UTMOST-NS

In Chapter 5 we widen our scope and present initial science results from the UTMOST-
NS pulsar timing programme, which ran from 2021 to 2023. This includes not only an
analysis of glitches in the dataset but also a disussion of the timing noise and braking
indices in the sample. Where available the UTMOST-NS data are combined with earlier
observations taken with UTMOST-EW, extending the timing baseline up to a maximum
of 8 years.

We find that the contribution of timing noise to the residuals in each pulsar, denoted
Orn, 1s correlated with the frequency derivative, confirming earlier studies (e.g. Shannon
and Cordes, 2010; Lower et al., 2020) — assuming that opy scales as xgy = v“|1'/|b 1;3;, we
obtaina = —0.927035, b = 0.807015, and y = 1.8705, where £, is the lowest-frequency
mode included in the timing noise model. However, we also find that incorporating
information about the spectral index of the timing noise power spectral density (PSD)
does not improve the correlation between the degree of timing noise and the pulsar spin
parameters — the estimated scatter in the relation betwewen log, , ogy and log, ; xgy is
€ = 0.69+0.09 if y is treated as a free parameter which is constant across the population,
but increases to € = 0.82 £ 0.10 if the value of  is fixed to the theoretically expected
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value of (f —1)/2 for each pulsar, where f is the PSD spectral index of the timing noise.
We also find that PSD parameters vary as more data are incorporated — with longer
timing baselines there is a tendency to recover shallower PSDs.

Our investigation into second frequency derivatives confirms earlier studies by Var-
gas and Melatos (2023a) and Keith and Nitu (2023), both of which suggested that the
reported measurements of ¥ from Bayesian pulsar timing packages such as TEMPONEST
and ENTERPRISE must be regarded with some caution. In particular we demonstrate that
the quoted uncertainties on ¥ can be underestimated by a factor of ~ 3 if the pulsar
has a relatively steep timing noise PSD, and a timing noise model is used which has a
low-frequency cutoff at 1/T,,, (Which is the default behaviour in both TEMPONEST and
ENTERPRISE). This underestimation of the ¥ uncertainty can lead to spurious “detections”
of a non-zero ¥ — in our sample there are nine detections with implied braking indices
ranging from (—2.4 + 2.4) x 10* to (5.0 + 0.7) x 10*. When an extended timing noise
model with a low-frequency cutoff at 1/(2Ty,,) is included, all but one of these detec-
tions disappear, with the remaining case being PSR J0534+2200 — the Crab pulsar — for
which we measure n = 2.54 + 0.03, in line with previous analyses (Lyne et al., 2015).
We re-derive an analytic scaling between the magnitude of n and a combination of the
timing noise strength and observing timespan (Vargas and Melatos, 2023a), and discuss
the observing timespan required to measure the underlying secular braking index 7,
assuming 1 < n, < 7. For pulsars with § ~ 4 we find the median required observ-
ing timespan is 2.8 x 10 yr, while for pulsars with f ~ 6 we find a median required
observing timespan of 3.9 x 107 yr.

The HMM glitch detector is again used to search for glitches in our sample, though
there are some important differences to earlier applications. First, we use the HMM
glitch detector in an “online” glitch detection pipeline, which ran on every new obser-
vation with a latency of ~1 hr, and produced an email alert in cases where a potentially
significant glitch candidate was present. The three glitches which are known to have
occurred during the operation of the UTMOST-NS timing programme were all detected
by this pipeline (Dunn et al., 2021b; Dunn et al., 2022a; Dunn et al., 2023b). Second,
the “offline” glitch search was run on the combined UTMOST-NS+EW dataset. This of-
fline analysis is improved with respect to the search described in Chapter 3, primarily by
the incorporation of information from ENTERPRISE about the timing noise characteris-
tics, which allows us to tune the HMM parameters to accommodate the observed timing
noise on a per-pulsar basis. The offline search does not detect any glitches which were
not previously known from other observing campaigns or visual inspection of the timing
residuals, and the mean upper limit in our sample is 5.3 x 107 (cf. 1.9 x 10™® achieved
for the search in Chapter 3), with a range 2.4 x 107'? < Av*®*/y < 1.3 x 107 The
seventeen known glitches in the sample are analysed using ENTERPRISE, and Bayesian
model selection is used to determine whether an exponential recovery term is necessary.
We detect recovery in seven glitches, with timescales between 1.9737 d and 6137373 d.
The three glitches in Vela all have recoveries with similar timescales, on the order of a
few days — similar features have been noted in several previous Vela glitches (Flanagan,
1990; McCulloch et al., 1990; Dodson et al., 2002; Sarkissian et al., 2017)
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7.1.5 | Continuous waves from neutron stars in globular clusters

Finally, we leave the domain of pulsar timing and look to gravitational waves as a poten-
tial source of insight on the nature of neutron stars. In Chapter 6 we report on a search
for continuous gravitational waves from fast-spinning neutron stars in five nearby glob-
ular clusters. The search uses a HMM to track both the signal frequency and phase across
coherent segments (Melatos et al., 2021), implementing the method for the first time in
the context of an astrophysical search. We discuss the setup of the search in detail, in-
cluding both the choice of various HMM parameters (e.g. number of phase bins and
parameters specifying the transition matrix), the choice of ranges and template spacing
for the sky position and frequency derivative, and the choice of threshold log likelihood
which a candidate detection must exceed. Vetoes are applied to exclude candidates above
threshold which are consistent with non-astrophysical, non-Gaussian noise features in
the data. Candidates are vetoed if they come from frequency sub-bands which produce
candidate lists larger than 100 MB on the grounds that these sub-bands are strongly con-
taminated by loud noise features, or if they overlap with noise features which have been
identified in advance and associated with a definite non-astrophysical origin. These two
vetoes serve to exclude a vast majority of the candidates. Candidates are further vetoed
if they appear in multiple clusters, if they increase in significance when analysed with
data from only one interferometer, or if they overlap with visually identifiable features
in the noise amplitude spectral densities of each detector. After these veto procedures,
no potential detections survive.

For each of the five clusters we estimate the sensitivity of the search via synthetic
data injections, and convert these estimated strain sensitivities into a constraint on the
ellipticity of neutron stars in the cluster. The best strain sensitivity is achieved for the
cluster NGC 6544, with an upper limit of hgi‘}/g = 2.7x107% at 211 Hz assuming optimal
orientation. The most constraining ellipticity limit is set for the cluster NGC 6397, with
€”" = 1.6 x 1077 at 800 Hz. These limits are a significant improvement over previous
searches targeting globular clusters. The previous best 95% confidence upper limit on
h, on CW emission from NGC 6544 is 6 x 107> at 170 Hz, set by Abbott et al. (2017d).
Dergachev et al. (2019) performed a search targeting Terzan 5 (which is not targeted in
the present search) and obtained a best upper limit on h, of 9 x 107%® at 475 Hz.

7.2 | Future work: radio pulsars

The application of hidden Markov models to radio pulsar astronomy is still in relative
infancy, and there are several directions for possible future developments in this area.

7.2.1 | Tuning the HMM glitch detector

In early applications of the HMM glitch detector the timing noise model was tuned for
each pulsar to some extent according to rough scaling relations, but not directly adjusted
based on any measured properties of the timing noise in each dataset (see for example
Chapter 3). We have come to understand better how to make a connection between
timing noise parameters phrased in terms of a PSD, and the timing noise model used
in the HMM glitch detector — this is discussed in Chapter 5. However, this is not the
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end of the issue. For instance: is ENTERPRISE (or an equivalent package) needed at all,
or can we measure properties of the timing noise directly using the HMM pulsar timing
framework? In a certain sense this appears straightforward — if the HMM is denoted by
M(¢) where ¢ parametrises the timing noise model, and the observed data are denoted
by O, we can use the forward algorithm (Rabiner, 1989; Melatos et al., 2020) to calcu-
late Pr[O | M(¢)], which serves as a likelihood function which we can use to obtain a
posterior distribution on ¢. But this approach has not been tested on either synthetic
or real data, and if it does work in simple cases, it is unclear whether it can be extended
to more complex cases where the vagaries of real data may interfere. Related to this is
the question of what the space of timing noise models ought to encompass. Thus far we
have only considered very simple cases, where the timing noise is driven by a random
walk in either v or v. However, a more complicated class of model may well be ap-
propriate, involving for example a mixture of random walks (Cordes and Downs, 1985;
D’Alessandro et al., 1995), interactions between coupled components of the star (Baym
et al., 1969a; Meyers et al., 2021a; Antonelli et al., 2023; Vargas and Melatos, 2023a), or
more complicated forms for the autocorrelation of the stochastic driving term (Melatos
and Link, 2014).

Setting the timing noise model in the HMM by reference to a measured PSD presents
its own issues — the currently implemented timing noise models give rise to very specific
PSDs, which do not always coincide with those measured — in particular the spectral
indices of the PSDs implied by the current HMM timing noise models take on only cer-
tain specific values, while measured spectral indices vary continuously. In Chapter 5 we
sidestepped this issue by choosing the “closest” timing noise model for a given measured
PSD, but this solution is somewhat ad hoc.

There is also the issue of small glitches and their effect on the measured timing noise
properties. If we implement a timing noise model in the HMM by reference to a measured
PSD, that PSD was necessarily obtained under the assumption that there are no small
missed glitches in the dataset. If in fact there are small glitches present in the data
which are not accounted for, how does this affect the PSD and hence the timing noise
model incorporated into the HMM? Under what circumstances are we liable to miss
small glitches due to this effect? If we aim to characterise the timing noise using the
HMM alone, it is likely necessary to jointly search for small glitches and estimate the
timing noise properties — is it feasible to do so?

Independent methods based not on HMMs but Kalman filtering may offer some paths
forward as well (Meyers et al., 2021a; Meyers et al., 2021b; O’Neill et al., 2024). These
techniques describe timing noise in terms of the stochastic evolution of the pulsar’s
spin, which is readily translated to the HMM context, and have already been used to
measure properties of the timing noise in individual pulsars (O’Neill et al., 2024). Simi-
lar techniques have also been applied to estimation of properties of systems containing
accretion-powered pulsars (Melatos et al., 2023; O’Leary et al., 2024a; O’Leary et al.,
2024b). While more work is needed to understand precisely how to translate the results
from one method to the other, and the question of contamination by small glitches still
remains, this is nonetheless a promising avenue for future applications.
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7.2.2 | Discovering binary pulsars with an HMM

Another avenue for application of HMMs to radio pulsar astronomy is not in the deli-
cate art of pulsar timing, but the discovery of new pulsars (O’Leary et al., in prep.). The
detection of new pulsars is in many ways akin to the detection of continuous gravita-
tional waves. Given a dedispersed intensity time series, a pulsar signal shows up in the
Fourier spectrum as a series of peaks, with the fundamental harmonic at the observed
pulsation frequency of the pulsar’. For isolated pulsars with fast rotation frequencies the
search process is then quite straightforward — one can form the Fourier spectrum of the
dedispersed time series and look for significant peaks, since the frequency modulation
due to intrinsic evolution of the pulsar is negligible over the timescales of an observation
(~ hours), and the Doppler modulation due to the motion of the Earth is easily removed
in a pre-processing step.

The case of a binary pulsar, however, is more difficult. Almost always the binary
parameters are a priori unknown, and the Doppler modulation due to the binary mo-
tion cannot be neglected — the natural frequency resolution for a 1 hour observation is
~2 x 107*Hz, and for a 100 Hz pulsar orbiting with a period of 1d and a separation
of 1l1t-s [which is well within the typically observed range (Manchester et al., 2005)]
the magnitude of the Doppler shift is 7 x 107> Hz. Most searches for binary pulsars are
therefore restricted to observations which cover only a small fraction, approximately
10%, of the pulsar’s binary orbit (Ransom, 2001). With this restriction the acceleration
of the pulsar is approximately constant, so that the frequency evolves linearly over the
observation time, and a search over frequency and acceleration is feasible. But as obser-
vations grow longer, the curvature of the frequency track becomes important, and new
techniques are needed (Andersen and Ransom, 2018; Balakrishnan et al., 2022; White
et al., 2024). One possible way forward is to construct a simple HMM which tracks the
frequency evolution over the observation, in a spirit similar to the application to contin-
uous gravitational wave searches — see the left panel of Figure 7.1. A simple transition
matrix which allows for increments or decrements by one frequency bin each timestep
can track the deterministic Doppler modulation, as long as the maximum change in fre-
quency across one timestep does not exceed the frequency bin size. For pulsars in binary
orbits with periods < 1 hr, the ability to track the binary modulation removes the con-
straint on observation timespan which applies to acceleration searches — e.g. for a pulsar
with a 1 hr orbit, acceleration-based searches are unable to search more than approxi-
mately 10 minutes of data at a time without losing significant sensitivity, whereas an
HMM-based approach can analyse a full pointing which might consist of hours of data.
While for extremely short orbits other techniques have been developed (Ransom et al.,
2003), an HMM-based search could fill an important niche in the parameter space, where
the orbital period within a factor of a few of the observation timespan. We note that the
approach discussed here is quite similar to the Dynamic Power Spectrum method intro-
duced by Chandler (2003), although this method has not been widely adopted.

'Higher harmonics are present because the pulse profile is not a perfect sinusoid (Ransom et al., 2003;
Yu, 2018) — this effect is important, but we ignore it for this brief discussion.
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7.2.3 | Discovering binary pulsars with an HMM: proof of concept

To end this section, we present a brief proof-of-concept demonstration of the above
approach to searching for binary pulsars. The setup of the HMM is as follows (see Section
1.8.1 for a discussion of the HMM formalism):

« The hidden state of the system is the frequency of the pulsar as observed at the
solar system barycenter.

« Given a dedispersed and barycentred time series generated from a telescope point-
ing, we divide the time series up into chunks of length T';,, and compute the dis-
crete Fourier transform for each chunk, retaining only the Fourier coefficients for
frequencies within a user-specified range. The squared absolute values of these
Fourier coefficients (i.e. the Fourier powers) serve as the emission (log) likeli-

hoods.

« We assume a simple transition matrix where the frequency of the pulsar is allowed
to jump by up to one bin in either direction at each timestep. This accommodates
the deterministic sinusoidal binary Doppler modulation, as long as the maximum
change in frequency between consecutive timesteps is no larger than a frequency

bin (1/T.qp)-

« We use the Viterbi algorithm to infer the hidden state evolution over the full ob-
servation.

Figure 7.1 shows a proof-of-concept example of this method of searching for new pul-
sars. We use SIMULATESEARCH (Hobbs et al., 2022) to simulate a 2-hour pointing with an
injected signal from a 173 Hz pulsar in an 80-minute circular orbit with an orbital sepa-
ration of 1.1 It-s, corresponding to a companion mass of ~5 M assuming a pulsar mass
of 1.44 M. We use PRESTO (Ransom, 2011) to process the simulated observation and
generate the dedispersed and barycentred time series. We subsequently divide the time
series into T, = 30 s chunks, and compute the Fourier powers for each chunk, keep-
ing all frequency bins in the range 100-200 Hz. The frequency bin spacing is 1/(30s).
The left panel shows the spectrogram for a loud injection, zoomed in on the location
of the injected signal, along with the loudest Viterbi path (offset from the injection for
visual clarity). The presence of the injected signal is clear from the spectrogram, and
the Viterbi path follows the binary frequency modulation accurately, with a root mean
square deviation of approximately 0.1 frequency bins from the true frequency path over
the observation. The middle panel shows an equivalent spectrogram for a quieter injec-
tion, where the presence of a signal is not as clear from visual inspection of the spectro-
gram alone. The right panel again shows the spectrogram for the quiet injection, with the
loudest Viterbi path shown in red (as before this is the loudest path across the full 100 Hz
search band, although only a zoomed-in 5 Hz section is displayed in the heatmap), and
the true frequency evolution shown as the dashed line. Although the path deviates from
the injection somewhat towards the end of the observation, the signal is still success-
fully tracked, with a root mean square deviation of approximately 1 frequency bin from
the true frequency path over the observation. The threshold signal-to-noise ratio above

205



which frequency tracking is still possible is of significant interest, but there is no sim-
ple way to calculate this threshold, and an empirical determination via synthetic signal
injections is beyond the scope of the proof-of-concept work presented here.

7.3 | Future work: continuous gravitational waves

What next for hidden Markov models in the continuous wave context? Of course, new
data will continue to come in — at the time of writing the second half of LIGO-Virgo-
KAGRA'’s fourth observing run is underway, and is expected to run until June 2025
(Shoemaker et al., 2024). Sensitivity improvements will come with each new observ-
ing run, and eventually the next generation of ground-based interferometers will come
online and boost sensitivity substantially (Maggiore et al., 2020; Evans et al., 2023). The
strain sensitivity frontier will thus be pushed downward without any significant new ad-
vances in how CW searches are performed. However, there is scope for input from the
data analysis and astrophysics sides to accelerate this progress, and to provide direction
to the limited resources available in order to maximize the chance of a first detection. In
the rest of this section we discuss three potential paths for future work. Although they
are framed by the search presented in Chapter 6, they are not specific to the details of
this search.

7.3.1 | Follow-up analyses and the role of the phase-tracking HMM

In Chapter 6 we discussed a directed search for CWs from neutron stars in five globular
clusters, using a phase-tracking HMM. The choice to use the phase-tracking HMM was
motivated to a significant degree by a desire to see this new technique put to work in a
full end-to-end search. In this respect the undertaking was successful — a new graphics
processing unit-based implementation of the HMM and the phase-dependent B-statistic
was developed and tested as part of the project, and we have come to a better under-
standing of how to configure the search under certain assumptions about the potential
spin wandering in the signal (see Section 6.3.4). However, it is not clear what the role
of the phase-tracking HMM ought to be going forward. It is significantly more compu-
tationally expensive (~10x) on a per-template basis, and the sensitivity gains over the
standard HMM implementation appear to be modest. For searches which are computa-
tionally limited, it may be that the phase-tracking HMM is best positioned as a followup
tool rather than a first-line search method. In this case, we need to understand the be-
haviour of the phase-tracking HMM when it is focused on loud candidates from earlier
search stages (whether that earlier stage is a standard HMM analysis or something else).
What information do we actually gain by such a re-analysis, and how does it compare to
other potential followup tools? There is no unique answer — followup methods are often
tests for consistency of the candidate behaviour with the behaviour expected from an as-
trophysical signal?, and hence necessarily involve assumptions about the signal model,
which may differ depending on astrophysical context and the inclinations of the ana-
lyst. Nevertheless it is crucial to come to some kind of understanding of the proper use
of the phase-tracking HMM to follow up signal candidates, and its value in this role. It is

*This is to be contrasted with veto procedures, which are tests for consistency with non-Gaussian noise.
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also valuable to consider how we might follow up candidates which are produced by the
phase-tracking HMM. Appendix B briefly explores this question, presenting a possible
follow-up method based on doubling the coherence time.

7.3.2 | Template banks for HMM searches

The search described in Chapter 6 involves a search over sky position (right ascension
and declination) and spindown rate. As a simplification, we assess the “resolution” of the
phase-tracking HMM in each of the three parameters by constructing a set of injected
signals and scanning over the parameter of interest while holding the rest constant, em-
pirically evaluating the loss of signal as a function of the difference between the param-
eter and the injected value. We then place templates in the desired parameter space vol-
ume as a simple rectilinear grid in the three parameters, with spacing informed by these
resolution tests. This approach is suboptimal. There is a wealth of literature on the opti-
mal construction of template banks for CW searches (see e.g. Prix and Itoh, 2005; Prix,
2007a; Prix, 2007b; Leaci and Prix, 2015; Wette, 2015; Wette et al., 2018), but the correct
way to apply this work to the HMM context is unclear. The inclusion of stochastic spin
wandering makes an analytic treatment of the “metric” structure of the parameter space
challenging, and this impedes the construction of optimal template banks. Investigation
into this issue is important not only for reducing the computational cost of searches.
It also goes to the question of statistical correlation between nearby templates, which
informs questions of detection significance (Wette, 2009). Even if an analytic approach
is not feasible, more careful empirical analysis can still provide useful information about
the parameter space structure and the optimal placement of templates.

7.3.3 | Globular clusters as CW search targets

The choice of targets in Chapter 6 raises two nested questions: why globular clusters?
And why those globular clusters? A sharpening of our understanding of globular clus-
ters as potential hosts of CW sources will inform the allocation of resources and choice
of parameter ranges going forward. Globular clusters are of interest broadly speaking
because they are small sky regions which are known to be rich in fast-spinning neutron
stars, observed both as low-mass X-ray binaries (LMXBs) and radio millisecond pulsars
(MSPs) (Clark, 1975; Ivanova et al., 2008; Ye et al., 2019). The case for CW emission
from LMXBs is relatively clear, as they are actively accreting systems. Once accretion
ceases, the lifetime and magnitude of any residual ellipticity is an area of active research
(Vigelius and Melatos, 2009; Mukherjee et al., 2013; Suvorov and Melatos, 2019; Fuji-
sawa et al., 2022) and these considerations may significantly impact the overall value
of searches which target isolated neutron stars. We note, however, that MSPs may also
experience transient accretion events after their LMXB phase, e.g. from asteroids or
other debris whose orbit around the neutron star is disrupted (Cordes and Shannon,
2008; Shannon et al., 2013; Brook et al., 2014; Jennings et al., 2020). Synthesizing con-
siderations of this kind into a coherent picture of the plausible CW source population in
globular clusters will inform the extent to which it makes sense to allocate resources to
searches to these targets, and what kinds of searches are best placed to make a detection
— for example, does it make more sense to search for binary systems rather than isolated
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neutron stars, in spite of the additional complexity incurred?

Taking for granted that globular clusters are broadly speaking a “good” target for CW
searches, there is then the question of how to prioritise clusters in terms of detection
probability. In Chapter 6 we took a simple approach which favoured clusters with high
binary disruption rates, in order to produce a high fraction of isolated neutron stars
post-recycling, since our search is not sensitive to sources which remain in binary sys-
tems, as the signal model does not include the Doppler modulation due to the binary
orbit. But the clusters ranked highly by this metric do not necessarily host the most
detectable continuous wave sources — there are additional factors involved, such as the
overall production rate of MSPs in the cluster. A more complete investigation into the
issue of cluster selection requires understanding not only how CW sources can be pro-
duced in globular clusters in the first place, but how observable features of those clusters
(e.g. structural parameters such as core and half-light radii and core luminosity density)
correlate to the processes which produce CW sources. This entails both observational
studies (Verbunt and Hut, 1987; Boyles et al., 2011; Turk and Lorimer, 2013; Verbunt and
Freire, 2014) and computational investigations of the properties of neutron star popula-
tions in globular clusters (Ivanova et al., 2008; Ye and Fragione, 2022).
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Oh me, oh my

I think it’s been an eternity
You’d be surprised

At my degree of uncertainty

Brian Eno

Bayesian pulsar timing

This appendix gives a brief overview of the pulsar timing likelihood which is imple-
mented by Bayesian pulsar timing software such as TEMPONEST (Lentati et al., 2014) and
ENTERPRISE (Ellis et al., 2020). It draws heavily on Johnson et al. (2024) and Taylor (2021),
which discuss the approach to pulsar timing outlined here in more detail.
The N1, measured times of arrival, denoted ¢, are decomposed into deterministic and
stochastic contributions:
t = piet 4 goto) (A1)

where t% is generated by a phase model like equation 1.11* (after transformation into

the telescope frame) and ¢°° is the stochastic part generated by a combination of timing
noise and instrumental measurement noise.
The stochastic contribution has a covariance matrix C with elements

Cij = <tls't0t;t0>, (A.2)

where i,j label the observed ToAs and the likelihood of a given set of observations is
given by
1 1 T
Pr(t|0) = —— exp[—— t— i) 7 (¢ — ¢t ] (A.3)
Vomame o2 o) e

where 0 is a vector of parameters specifying t* and C. Although this formulation is in
principle complete, in practice it is unwieldy — in the presence of timing noise C is dense,
and evaluating the likelihood involves inverting this matrix, which is computationally
expensive. It is therefore typical to approximate the contribution of the timing noise to
t*° as a sum of sinusoids (Lentati et al., 2013), viz.

det

t° = Fa + n, (A.4)

In many cases, particularly applications to pulsar timing array analyses, 4 is further decomposed
into a form which is linearised about a fiducial timing model, but in the applications in this thesis we do
not perform this decomposition.
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where Fa is given by

N
Z X sin 27‘(ft)+Y cos(27‘(j§ )] (A5)

j=1

where the Fourier amplitudes X and Y are contained in the 2N X 1 vector a and the
n x 2N matrix F contains the Fourier components evaluated at each of the ToAs. The
values of f; are chosen in advance and typically taken to be f; = j/T,j = 1,2,...,N
where T is the total length of the dataset and N = O(10). The n term contains the whlte
noise contribution — for the purposes of this thesis it suffices to consider a diagonal®
covariance matrix,

N = (nn") = diag(o}, 03, ...,0;) (A.6)

where 0; is the uncertainty of the ith ToA. The likelihood then takes on the simpler form

e 1 1
Pr(£]6™,a) = ————=exp|-5(t - t** ~Fa)'N"'(t - t“ - Fa) (A7)

p
V27 detN 2

where now the only matrix inversion required is for the diagonal matrix N.

We typically do not wish to estimate the Fourier amplitudes a directly. Instead we
make some assumption about the functional form of the power spectral density (PSD)
S(f), which is parametrised by a set of hyperparameters # which defines a prior dis-
tribution on a, taken to be a multivariate Gaussian with covariance ¢(#). Stationarity
implies that the Fourier components are independent and we thus write

@ik = K0 (A.8)

where 0;; is the Kronecker delta and «; is determined by the PSD. In general we have
x; = S(f)Af where typically Af = 1/T. The most common parametrisation of the PSD
is as a power law:

B
s =yt (L) (9)

where the hyperparameters are 7 = (A,.q, f). It is then possible to marginalise over the

Fourier coefficients a and obtain Pr(t | 0%, 11), so that we can easily sample the timing
noise hyperparameters directly.

’In some applications N is only block-diagonal, but this still simplifies the problem greatly.
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We didn’t ask what it seems like, we asked what it is!

Aaron Weiss

A signal consistency test for continuous
wave signals

B.1 | Vetoes and signal consistency tests

When faced with a candidate CW detection, a variety of follow-up procedures are avail-
able which aim to classify the candidate as either a noise fluctuation which is of no astro-
physical significance, or a bona fide astrophysical signal. Many of these procedures are
vetoes — these are tests which check whether a candidate has characteristics which are
consistent with a non-Gaussian noise artifact. Typically, vetoes are applied sequentially,
and candidates which are flagged at any stage as being consistent with a non-Gaussian
feature are removed from consideration from any subsequent analysis. Notice that there
is nothing in the fundamental logic of the veto which refers to the qualities expected of
an astrophysical signal. There is the question of veto safety, which asks how often a
veto procedure will reject an astrophysical candidate (see e.g. Jones et al., 2022; Jaume
et al., 2024) — but this is logically separate to the statement we make when applying a
veto, namely “this candidate is consistent with a non-Gaussian noise feature” not “this
candidate is inconsistent with an astrophysical signal”.

There is a second class of follow-up procedures which address the question left unan-
swered by vetoes: does the candidate behave like an astrophysical signal? We refer to
procedures which aim to address this question as signal consistency tests. In order to
specify such a test, we first need to decide on what counts as an astrophysical signal.
There are myriad answers to this question, none of them uniquely correct. The analyst
is obliged to make a choice here about the range of signal models their search will cover,
which encompasses issues of both astrophysical prior belief and the scope of a given
work. Nevertheless such choices can be made, and to some extent are implicitly made
when the parameters of a search are set. Note, however, that signal consistency checks
are not completely beholden to the signal model implied by the setup of the search. For
example, in a standard Viterbi search the range of “astrophysical signals” which one
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might include in a consistency check ought not be restricted to signals which change in
frequency stepwise on the boundaries between the coherent steps.

B.2 | Doubling coherence time as a signal consistency test

In the remainder of this appendix we present one particular possible signal consistency
check, in the context of the search for CW emission from globular clusters presented in
Chapter 6. In an earlier iteration of that analysis’, six candidates were found which could
not be rejected on the basis of the veto procedures in place. The signal consistency test
presented here was devised to determine whether these candidates fell within a class of
plausible astrophysical signals — if they did not, then they were rejected.

The consistency test is based on the re-analysis of the candidate with a doubled coher-
ence time T'..;,. In the case of a semicoherent search and a signal with no spin wandering
or other perturbations to the signal phase not captured by the model (e.g. long-period
binary orbital modulation), we expect that the significance (suitably defined) of an astro-
physical candidate will increase as the coherence time increases — this is the idea behind
e.g. Markov Chain Monte Carlo techniques for following up CW candidates using the
JF -statistic (Ashton and Prix, 2018; Tenorio et al., 2021) as well as a signal consistency test
used in a Viterbi-based analysis of outliers from the O3 all-sky all-frequency radiometer
search (Abbott et al., 2022d; Knee et al., 2024). However, the addition of spin wander-
ing complicates matters — if the characteristics of the signal change too wildly, on too
short a timescale, then increasing the coherence time will not improve the significance
of the candidate (Carlin and Melatos, submitted). In the context of the search presented
in Chapter 6, we do not wish to exclude spin wandering signals entirely — although
the choice of coherence time in this search is primarily driven by the desire to keep the
search computationally manageable (see Section 6.3), we nevertheless wish to maintain
sensitivity to a broad range of possible signals, including those with a significant degree
of spin wandering. When performing signal injections to assess the sensitivity of this
search, we adopt a prescription where spin wandering is injected via a randomly chosen

f, which changes stepwise every 7 days within a range
+Af = +Af/(4T2,) = £1.55 x 107 "* Hz 572, (B.1)

with T, = 5dand Af =1/2T_,.

How do candidates arising from this class of signal model behave when re-analysed
after doubling T..,? Here we define the significance of a candidate via its “Viterbi score”
(Abbott et al., 2017e), defined as

L —
§==_F (B.2)

Or
where L is the log likelihood of the candidate, i, is the mean of the log likelihood dis-
tribution in noise, and o, is the standard deviation of the noise-only distribution. We
then perform a suite of injections into the LIGO O3 data with spin wandering injected

'Superseded due to bug fixes and accompanying changes to the template spacing. Note also that this
earlier iteration was performed with a lower log likelihood threshold, corresponding to one false alarm
per 100 Hz per cluster, instead of the one false alarm per cluster adopted in the final version of the search.
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according to equation (B.1) and analyse each injection using both a 5d and 10 d coher-
ence time, searching over a fine grid in &, 0, and f and using the loudest candidate in
each case to determine §. We choose random sky positions for each injection, and keep
the initial frequency fixed at 321.3563573 Hz (chosen so that the generated data are
not contaminated by obvious lines or other non-Gaussian features). The effective h of
the injected signal (see equation 6.25) is fixed at 2.3 x 107>¢, and the inclination angle
is allowed to vary so that cos is uniform on [-1, 1].

For each injection we thus obtain a value of S for both T, = 5d and T, = 10d.
The top panel of Figure B.1 shows the results of 200 such injections, with S5 4 on the
horizontal axis and ;4 on the vertical axis, and the condition S54 = §;(4 indicated
by the dashed line. In all realisations we find that &;54 > Ss4. This suggests that
S10d > Ss4q is a useful condition for assessing whether a given candidate falls within
this class of astrophysical signal models. The middle and bottom panels of Figure B.1
show the equivalent plots but in the case where A f is halved and doubled, respectively.
As expected, halving A f increases the separation between Ss4 and S, 4, while doubling
Af brings them closer together — in a few cases S;o4 > Ss 4 is no longer satisfied. This
gives us a rough understanding of what kinds of signals we might reject by enforcing
the condition ;4 > S5 4.

B.3 | Application to candidates from superseded GC search

We provide for completeness the details of the six candidates which arose in the earlier
iteration (see footnote 1) of the globular cluster search of Chapter 6, and motivated this
investigation. Table B.1 lists the details of the candidates. Figures B.2-B.7 show the
results of fine scans in &, 9, and f around each candidate for T, ;, = 5dand T, = 10d.
The maximum Viterbi scores recorded are shown in the titles of the subpanels — in all
cases the maximum S; 4 exceeds the maximum S, 4, violating the criterion established in
this appendix S;y4 > Ss54. As such, we do not regard these candidates as corresponding
to astrophysical signals with spin wandering at or below the level of Af = +1.55 x
10" Hzs 2, and do not consider them further.
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Figure B.1: Comparison of Viterbi scores S obtained for T, = 5dand 10 din a set of 200
injections with f chosen at random every 7 days in a uniform range centred on zero with
extent +1.55x 107 1* Hzs72 (top), £0.76 x 107" Hzs™2 (middle), and +£3.1 x 107 Hzs2
(bottom). The dashed line indicates S5 4 = S;4-
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Terzan 6, f = 702.769 Hz, T, = 5d, Viterbi score: 10.31 Terzan 6, f = 702.769 Hz, Teon, = 5d, Viterbi score: 10.31
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Figure B.2: Heatmaps of log likelihood £ for a fine-grid search in a, 8, and f around the
candidate signal in Terzan 6 at f ~ 702 Hz found in an early iteration of the globular
cluster CW search. The top two panels present the results for T., = 5d, while the
bottom two present the results for T,, = 10d. The starred quantities f*, a*, and &
are the values corresponding to the loudest candidate in each search. The maximum
Viterbi scores in each case are given in the titles of the subfigures. The candidate is
rejected because the 10 d Viterbi scores do not exceed the 5d scores — the features of

the heatmaps are shown for illustrative purposes but are not the basis for any assessment
of the candidate.
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NGC 6325, f = 320.693 Hz, T¢on, = 5d, Viterbi score: 9.54 NGC 6325, f = 320.693 Hz, T¢o, = 5d, Viterbi score: 9.54
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Figure B.3: As in Figure B.2 but for the candidate in NGC 6325 at f ~ 320 Hz.
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NGC 6325, f = 293.652 Hz, Too, = 5d, Viterbi score: 10.07
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Figure B.4: As in Figure B.2 but for the candidate in NGC 6325 at f ~ 293 Hz.
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NGC 6544, f = 588.008 Hz, T¢on = 5d, Viterbi score: 8.47 NGC 6544, f = 588.008 Hz, T,on, = 5d, Viterbi score: 8.47
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Figure B.5: As in Figure B.2 but for the candidate in NGC 6544 at f ~ 588 Hz.
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NGC 6397, f = 491.247 Hz, Teon, = 5d, Viterbi score: 10.67 NGC 6397, f = 491.247Hz, Ti.o, = 5d, Viterbi score: 10.67
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Figure B.6: As in Figure B.2 but for the candidate in NGC 6397 at f ~ 491 Hz.

221



NGC 6540, f = 460.254 Hz, T,,,, = 5d, Viterbi score: 11.48
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Figure B.7: As in Figure B.2 but for the candidate in NGC 6540 at f ~ 460 Hz.
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